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• Tutorial sessions: with Johannes Halbinger (johannes.halbinger@physik.uni-muenchen.de), start
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– Weekly homework will be assigned in the Monday lecture and collected one week later at the start

of the lecture. The homework will be graded according to a coarse grading scheme with 0, 1 or 2
points per problem. In the tutorial session, the homework will be handed back and the solutions
will be discussed.

– A bonus on the final grade (1.3→1.0, 1.7→1.3, 2.0→1.7 etc.) will be granted to candidates who
(i) earned at least 50% of all available homework points and (ii) presented at least one homework
problem at the board in the tutorial session.

• Exam (9 ETCS): Tuesday, February 22, 2022, 10:00-12:00, room A348: Closed book exam but one sheet
of notes allowed, no electronic devices allowed, 120 minutes.

• Website: Website: https://www2.physik.uni-muenchen.de/lehre/vorlesungen/wise_21_22/TVI_TMP-
TA4/index.html

Prerequisites

• Quantum Mechanics, Solid State Theory, Statistical Physics

• Condensed Matter Many-Body Physics and Field Theory I (TMP - TA 3)
(basics of quantum field theory, correlation functions, functional integral, generating functionals, pertur-
bation theory)
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Part I

Renormalization Group
1 Introduction

• Phase transitions in mostly classical systems, phenomenological point of view: Power laws, critical expo-
nents, universality.
Can be understood from scaling hypothesis.

• Simple microscopic description of phase transitions.

– Mean-field theory (MFT) neglects fluctuations.
– Gaussian approximation takes simple fluctuations into account which are exactly tractable.

• Quantum phase transitions: What is different from classical phase transitions when quantum mechanics
is involved?

• Wilsonian RG:

– Rather a set of ideas than one coherent theory. Requires experience for application (many examples
and exercises).
Here: Only condensed matter application (skip high-energy physics viewpoint)

– Justification for scaling hypothesis and microscopic calculation of critical exponents.
– Deeper understanding of phase diagrams and emergent scales [i.e. magnetic impurity coupled by J

to metal of bandwidth D and DOS at Fermi level ν0: TK ∼ D exp (−1/(2ν0J))].
– A given model can behave very differently at varying length- or energy scales. RG will connect

physics at different energy scales and provides simplified effective models valid for certain scales.

• functional RG (fRG): Implement RG idea in a formally exact way, on the level of correlation functions,
useful also for quantitative calculations beyond critical exponents.
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2 Phase transitions, universality and the scaling hypothesis

Goal:

• Phase transitions mostly in classical systems, phenomenological point of view: Power laws, critical expo-
nents, universality.
Can be understood from scaling hypothesis.

2.1 Classification of phase transitions

• Consider macroscopic (quantum) system with Hamiltonian H in contact with heat bath (temperature T )
and particle reservoir (at chemical potential µ). The grand canonical partition function is

Z(T, µ) = Tr
[
e−(H−µN)/T

]
(1)

where N is the number operator and the trace is over Fock-space with any number of particles. In the
thermodynamic limit with volume V →∞ while n = 〈N〉 /V = const., we expect that the free energy is
extensive,

F = −T log [Z(T, µ)] = V f (T, µ) (2)

We can add more coupling constants like magnetic field h, doping p and so on. In general, with k coupling
constants g1,2,3...,k, we have to consider f (g1, g2, ..., gk).

• In the k-dimensional coupling space, f (g1, g2, ..., gk) is almost everywhere analytic (locally described by
convergent power series, f(g) = a0 + a1(g − g0) + a2(g − g0)2 + ...).

• Phases: Domains in coupling space where f is analytic are called “phases” of the system, they can be
often described by order parameters, that are only non-vanishing in a particular phase.

• There might be points, lines or other manifolds with dimension < k so that f exhibits some kind of
non-analyticity. Those describe phase transitions. Note that non-analyticity can only come from infinite
summation in Tr..., so infinite systems are required.

• Classification of phase transition:

– First order (discontinuous): There is at least one i ∈ 1, ..., k so that at the phase boundary ∂f/∂gi
is discontinuous.

– Second order (continuous): For all i ∈ 1, ..., k, the derivative ∂f/∂gi is continuous.

• Quantum phase transitions: Occur at T = 0 if some non-thermal control parameter (e.g. B-field) is varied,
not driven by thermal- but by quantum fluctuations. Same classification as above, for more details see
Sec. 4.

2.2 Example: Paramagnet-Ferromagnet transition

• Consider g1 = T and g2 = h (magnetic field), for concreteness think about the nearest neighbor classical
Ising model in D-dimensions (si = ±1)

H = −J
∑
〈ij〉

sisj − h
∑
i

si, (3)

At h = 0, we have a Z2 symmetry for H under si → −si for all i. The partition function for the Ising
model is known exactly for D=1 (see Ex. 2.4.1) and for D=2 at h = 0 [Onsager,1944].
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Figure 1: (a,b,c) Various sketches of the magnetization of a classical Ising model for dimension D ≥ 2. (d) The connected
correlation function in real-space close to a phase transition point with regions of power-law and exponential decay.

• Consider magnetization m (T, h) = −∂f(T,h)
∂h = lim

V→∞
1
V 〈
∑
i si〉 and plot it as a function of h with T as a

parameter (Fig. 1a). If we are in D=2 with short-range couplings and have a discrete symmetry group
(like Z2, “Mermin-Wagner theorem”), there is a critical temperature T = Tc > 0 below which we find a
discontinuity at h = 0 (Fig. 1b). Tuning h across this discontinuity, m jumps, so that we have a 1st order
phase transition.

• Next, we focus on the limit

m ≡ − lim
h→0+

∂f (T, h)
∂h

= lim
h→0

lim
V→∞

1
V

〈∑
i

si

〉
(4)

(note the order of limits) and find a result as in Fig. 1c. We say that m0 is the order parameter which
vanishes on one side of the phase transition point.

• Spontaneous symmetry breaking: The state has smaller symmetry than the Hamiltonian. Under
the Z2-symmetry, we would have m0 → −m0.

• Critical exponent: Slightly below the critical temperature T . Tc, we can fit the measured magnetization
to m ∝ (Tc − T )β (for T ≤ Tc).
The dimensionless number β > 0 is a critical exponent.

• Universality: β depends only on dimensionality and symmetries of the model, see table below.

– Symmetry groups encoded by names [Ising = Z2, Heisenberg = O(3) for continuous rotation of a
classical spin]

– Understanding of universality is one main achievement of the RG.
– Note: The dimensionful quantity Tc is not universal.

Ising (Z2 sym.) Heisenberg (O(3)-sym.)
D=2 D=3 D=3

β 1/8 = 0.125 0.327 0.36
ν 1 0.63 0.7
η 1/4 = 0.25 0.0364 0.027

• Examples for different members of 3D-Ising universality class (same β):

– Uni-axial ferromagnet in 3D (see above, control T, h, observable: m)
– Simple fluid (Fig. 2). Control T, p, observable: density n.

∗ Difference to magnet:
´
drn(r) = const., leads to coexistence of gas and liquid at 1st order line.

∗ Exponent β: nliquid − ngas∝(Tc − T )β

5



(a)

critical point

gas

solid
liquid

(b)
coexistence of 
liquid and gas

Figure 2: (a) Phase diagram of a simple fluid in the temperature pressure plane. (b) Curves of constant pressure in the
temperature-density plane. The blue region for T < Tc is the coexistence region for liquid and gas.

∗ Where is the Z2 symmetry? Lattice gas approximation, correspondence si = +1=̂occupied site
/ −1=̂empty site → Ising model, emergent Z2 symmetry close to critical point.

• Other thermodynamic observables with their own critical exponents (historical notation). Definition:
t ≡ (T − Tc)/Tc.

magnetization at h = 0 specific heat
m(t) = −∂f

∂h |h=0 ∝ |t|β (t < 0) C(t) = T−1
c

∂2f
∂t2 |h=0 ∝ |t|−α

magn. suscept. critical (t = 0) isotherm
χ(t) = ∂2f

∂h2 |h=0 ∝ |t|−γ m(t = 0, h) = −∂f
∂h |t=0 ∝ |h|1/δsgn(h)

Correlation function, anomalous dimension and correlation length exponent

• Consider spatial correlations of local order parameter m(r). Subtract non-decaying contribution:

G(r) = 〈m(r)m(0)〉 − 〈m〉2 (5)

• Large-r behavior of correlation function defines two other critical exponents (Fig. 3).

G(r →∞) ∝
{

1/rD−2+η : t = 0
e−r/ξ/

√
ξD−3rD−1 : t 6= 0

(6)

The values of η, ν for some universality classes are given in the above table.

• At criticality t = 0:

– G(r) decays with a power-law, defines universal anomalous dimension η > 0.
– There is no characteristic length scale.
– Later: η = 0 characterizes critical points with non-interacting critical fluctuations (“Gaussian ap-

proximation”).

• Away from criticality t 6= 0:

– Correlations are characterized by finite emergent correlation length ξ

ξ ∝ |t|−ν (7)

where ν is the universal correlation length exponent.
– ξ is length-scale for exponential decay, G(r) ∝ e−r/ξ.
– Exponential decay sets in beyond r ∼ ξ.
– For r � ξ, find power-law decay as in the critical case (Fig. 3).
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Figure 3: The connected correlation function in real-space close to a phase transition point with regions of power-law
and exponential decay.

2.3 Scaling hypothesis

• Experimental finding: Critical exponents α, β, γ, δ, ν, η are not independent.
They can be computed from two numbers yt and yh characteristic for each universality class:

α = 2−D/yt β = (D − yh)/yt γ = (2yh −D)/yt δ = yh/(D − yh) ν = 1/yt η = D + 2− 2yh

• This can be understood from a scaling hypothesis for the free energy and the correlation function (justified
later from the RG).

Scaling hypothesis for free energy

• Assume that close to the critical point, we have a regular and singular part of the free energy f(t, h) =
fsing(t, h) + freg(t, h). The singular part contains the non-analyticity.

• Scaling hypothesis (for singular part):

fsing(t, h) = b−Dfsing (bytt, byhh) (8)

with an arbitrary dimensionless scale factor b.

• Since b was arbitrary, let byt = 1/|t| and thus b = |t|−1/yt :

fsing(t, h) = |t|D/ytfsing
(
±1, h

|t|yh/yt

)
︸ ︷︷ ︸
≡Φ±

(
h

|t|yh/yt

)
(9)

• Assume that around the phase transition, derivatives of f are dominated by its singular part (“'” signs):

m (t, h) ' −∂fsing
∂h

= |t|(D−yh)/ytΦ′±
(

h

|t|yh/yt

)
(10)

We can let h = 0 and read off β = (D − yh) /yt as in the table above. In a similar manner one can find
α and γ.

• δ (critical isotherm): We need to let t → 0 in Eq. (10). To find something finite, we request that
Φ′±(x) ∼ xD/yh−1. Then m(t = 0, h) ∝ hD/yh−1 and we can read off δ.

7



Scaling hypothesis for correlation function

• Make a scaling hypothesis for the singular part of the correlation function

Gsing(r; t, h) = b−2(D−yh)Gsing (r/b; bytt, byhh) (11)

and put again byt = 1/|t|. We also set h = 0:

Gsing(r; t, h = 0) = |t|2(D−yh)/ytGsing
(
r|t|1/yt ;±1, 0

)
︸ ︷︷ ︸
≡Ψ±(r|t|1/yt ;±1,0)

(12)

• For |t| 6= 0, expect Gsing(r) ∝ e−r/ξ which yields ξ ∝ |t|−1/yt and thus the expression for ν follows.

• For |t| = 0, to get a finite (non-zero) Gsing(r; t = 0, h = 0), we need to request:

Ψ±
(
r|t|1/yt ;±1, 0

)
∝
(
r|t|1/yt

)−2(D−yh)
(13)

Read off D − 2 + η = 2(D − yh) from which the expression in the table follows.

• Remark: Scaling hypothesis yields experimentally testable...

– scaling relations
2− α = 2β + γ = β (δ + 1) (14)

– hyperscaling relations (involving the G(r)-exponents)

2− α = Dν

γ = (2− η)ν

Dynamical critical exponent

• For time-dependent G(r, τ), the correlation time τc is decay time of order-parameter fluctuations. It is
relates to correlation length as a power law

τc ∝ ξz ∝ |t|−νz (15)

• z is the dynamical critical exponent.

• Critical slowing down: Order parameter fluctuations decay slower and slower as one gets closer and
closer to the critical point.
See Ex. 2.4.2 for an application involving z.

2.4 Exercises

2.4.1 Classical Ising model in 1D: Exact solution

Consider the nearest-neighbor classical Ising model of Eq. 3 on a ring of N sites (D = 1) with periodic boundary
conditions.

1. Show that the partition function can be written as Z = Tr
[
TN

]
with the transfer matrix given by

T =
(
e(J+h)/T e−J/T

e−J/T e(J−h)/T

)
(16)
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2. Using the eigenvalues of T, show that in the thermodynamic limit the free energy per spin reads

f (h, T ) = −J − T ln
[
cosh (h/T ) +

√
sinh2 (h/T ) + e−4J/T

]
. (17)

Show that one can approximate

f (h, T ) =
{
−J − Te−2J/T : h = 0,
−J − |h| − Te−4J/T e−2|h|/T : h 6= 0,

(18)

if T � J or T � J, |h|, respectively. Argue that there is a critical line at (T = 0, h) but no phase
transition at any finite temperature.

3. Roughly sketch the magnetization per spin m(T, h) = −∂f
∂h as a function of h for various T (no new

calculations needed).

2.4.2 Kibble-Zurek mechanism

Let a continuous phase transition with control parameter t be equipped with universal critical exponents ν, z as
defined above. In contrast to the discussion for the equilibrium case above, the control parameter is now varied
in time τ from the disordered (t > 0) towards the ordered (t < 0) side following the linearized approximation

t(τ) ∝ −λτ (19)

so that the equilibrium critical value t = 0 is crossed at τ = 0. It can be expected that instead of a spatially
homogeneous order parameter, the driving at finite velocity λ results in a random configuration of ordered
domains of finite size l.

1. Argue that the time-evolution of the system can be divided in three stages where the dynamics is essen-
tially adiabatic far away from τ = 0 for |t| > t̃ and frozen otherwise. Show that

t̃ ∝ λ1/(1+νz). (20)

2. Show that the typical domain size l depends on the driving velocity λ as

l ∝ λ−ν/(1+νz). (21)

The remarkable prediction of Eq. 21 connects static critical exponents z, ν to the observable l measured
in a dynamic experiment. It can be used in experiment, see e.g. [Ebadi et al., Nature 595, 227 (2021)]
around Fig. 3 for a recent example involving a quantum phase transition.
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3 Mean-field theory and Gaussian approximation

Goal:

• Simple microscopic description of phase transitions.

• Mean-field theory (MFT): Neglect fluctuations.

• Gaussian approximation: Fluctuations which are exactly tractable.

3.1 Mean-field theory

• Recall D-dimensional nearest-neighbor Ising model, Eq. (3), H = −J
∑
〈ij〉 sisj − h

∑
i si. Set β ≡ 1/T

(don’t confuse with critical exponent!).

• Idea: Split si into average value m ∈ R and fluctuation:

si = 〈si〉︸︷︷︸
m

+ δsi (22)

• Fluctuation: More than one most likely {si}i configuration contributes to the partition function

Z =
∑

{si=±1}
e−βH (23)

• Mean-field approximation: Neglect terms in H quadratic in the fluctuation:

sisj = (m+ δsi) (m+ δsj) = m2 +m (δsi + δsj)+δsiδsj ' m2 +m (δsi + δsj) = −m2 +m (si + sj) (24)

and obtain (with
∑
〈ij〉 counting bonds!)

HMF = NzJ

2 m2 −
∑
i

(h+ zJm) si

z = coordination number, N = #sites

• Partition function Z =
∑
{si=±1} e

−βH in mean-field approximation:

ZMF =
∑

{si=±1}
e−β

NzJ
2 m2+

∑
i
β(h+zJm)si (25)

= e−β
NzJ

2 m2 ∏
i

 ∑
si=±1

eβ(h+zJm)si

 (26)

= e−β
NzJ

2 m2 {2 cosh [β (h+ zJm)]}N (27)
= e−βNLMF (T,h;m) (28)

Note that m is yet to be determined.

• Landau-function:
LMF (T, h;m) = zJ

2 m2 − T ln [2 cosh [β (h+ zJm)]] (29)

determines the probability density e−βNLMF (T,h;m) to observe order parameter m.

• MFT-prediction for physically realized value of m (denoted by m0): The most probable value. ⇒ Find
minimum of LMF (T, h;m).

∂LMF (T, h;m)
∂m

|m=m0
!= 0 (30)

which defines m0(T, h) and leads to

m0
!= tanh [β ((h+ zJm0))] (31)
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(a)

lhs

(dashed: h>0)
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Figure 4: Mean-field approximation for the Ising model. Panel (a) shows the graphical solution of Eq. (31) and panel
(b) the Landau function above (red) and below (blue) the critical temperature.

• For h 6= 0, there is always at least one non-trivial solution, see Fig. 4a. If there are two solutions, one
has to find the global minimum of LMF (T, h;m).

• Free energy density: Once m0 is determined as a function of T, h, we find:

fMF (T, h) = LMF (T, h;m0 (T, h)) (32)

Mean-field critical temperature

• Set h = 0 to find critical temperature: Compare the slopes on the left and the right-hand-side of Eq. (31).
Obtain two non-zero m0-solutions below a critical temperature

Tc,MF ≡ zJ. (33)

• Example: Hyper-cubic lattice in D-dimensions: z = 2D → TDc,MF = 2DJ .
Exact results: TD=1

c = 0, TD=2
c = 2.269J (sinh (2J/Tc) = 1). Monte-Carlo simulations for D ≥ 3.

Comparison to mean-field (relative):

D 1 2 3 4 5 6 7
TDc /T

D
c,MF 0 0.57 0.752 0.835 0.878 0.903 0.919

• General rule:
The lower D, the more important are fluctuations that disorder the system and thus reduce Tc.
In large D, fluctuations tend to average out.

Mean-field thermodynamic critical exponents

• For temperatures T ' Tc,MF , the minimum of LMF (T, h;m) is close to m = 0. Expand Landau-function
in m (see Fig. 4b):

LMF (T, h;m) = f + r

2m
2 + u

4!m
4 − hm+ ... (34)

with (ln [2 cosh x] = ln 2 + x2

2 −
x4

12 +O(x6))

f = −T ln 2 (35)

r = Tc,MF

T
(T − Tc,MF ) ' T − Tc,MF (36)

u = 2T (Tc,MF /T )4 ' 2Tc (37)

• Find m0 from ∂LMF (T,h;m)
∂m |m=m0

!= 0 and neglect higher order terms (...):

rm0 + u

6m
3
0 = h (38)
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• Read off critical exponents in MFT:

– Mean-field exponents are independent of dimension D.
– We find, e.g. βMF = 1/2 far from the exact results βIsingD=2 = 0.125 or βIsingD=3 = 0.327.

Ising mean-field critical exponents
α β γ δ

0 (C jumps) 1/2 1 3

• Remark: ν, η pertain to G(r) which cannot be described in MFT as spatially homogeneous order param-
eter is assumed.

3.2 Continuum ϕ4-field theory for the Ising model

Heuristic derivation of continuum field theory

• Heuristic steps to continuum field theory (detail in Ex. 3.4.1): Consider again

Z =
∑

{si=±1}
exp [−βH] =

∑
{si=±1}

exp

βJ∑
〈ij〉

sisj + βh
∑
i

si

 (39)

Smooth discrete spins si = ±1 over a region Vr of volume [1/Λ0]D and use the field ϕ(r) instead of the
spins.

• Result: ϕ(r) and space coordinate r are now continuous.

• Functional integral (c.f. field-theory I): Integrate over probability e−SΛ0 [ϕ(r)] of ϕ(r) configurations in
the thermodynamic ensemble:

Z =
ˆ
D [ϕ] e−SΛ0 [ϕ] (40)

• Expand SΛ0 [ϕ]: Close to the critical point, ϕ(r) ∼ m is small and fluctuations are smooth.

• Obtain the Ginzburg-Landau-Wilson action:

SΛ0 [ϕ] =
ˆ
dDr

[
f0 − h0ϕ(r) + r0

2 ϕ
2(r) + c0

2 [∇ϕ(r)]2 + u0
4! ϕ

4(r)
]

(41)

(FT )= V f0 − h0ϕ(k = 0) + 1
2

ˆ
k

[
r0 + c0k

2
]
ϕ(−k)ϕ(k) (42)

+ u0
4!

ˆ
k1,2,3,4

(2π)Dδ (k1 + ...+ k4)ϕ(k1)ϕ(k2)ϕ(k3)ϕ(k4)

with (see Ex. 3.4.1, a = lattice-constant of hyper-cubic lattice)

f0 ≡ −a−Dln2 (43)
h0 ≡ βha−1−D/2 (44)

r0 ≡ T − Tc
a2Tc

(45)

c0 ≡ 1/(2D) (46)
u0 ≡ 2aD−4 (47)

• Remarks:

– There should be a cut-off at the momentum integrals at k ≤ Λ0.
Reason: No information on the spin fluctuations below coarse graining length-scale 1/Λ0.

– Used ϕ(r) ≡
´
k e

ik·rϕ(k) and 1
V

∑
k → (2π)−D

´ +∞
−∞ dDk ≡

´
k

– Dimension of the fields [ϕ(k)] = [a]1+D/2 and [ϕ(r)] = [a]1−D/2.
– Identity

´
k e

ik·r = δ(r) is only strictly correct for Λ0 →∞.
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Recovering mean-field theory

• Use the saddle point approximation which approximates ϕ(r)→ ϕ̄ (homogeneous field):

Z '
ˆ +∞

−∞

dϕ̄√
2π
e−SΛ0 [ϕ̄] =

ˆ +∞

−∞

dϕ̄√
2π

exp
[
−V

(
f0 + r0

2 ϕ̄
2 + u0

4! ϕ̄
4 − h0ϕ̄

)]
(48)

• In the limit V →∞, the integrand is strongly peaked. Let ϕ̄ attain its most probable value ϕ̄0:

0 != ∂SΛ0 [ϕ̄]
∂ϕ̄

|ϕ̄=ϕ̄0 = r0ϕ̄0 + u0
6 ϕ̄

3
0 − h0 = 0 (49)

This is the same as the MF equation (34) if we identify

ϕ̄ ∝ m (50)
r0, u0, h0 ∝ r, u, h (51)

(proportionality factors will be worked out in the exercise)

• Relation between the Landau function and the saddle-point action:

SΛ0 [ϕ̄ ∝ m] = βNLMF (T, h;m) (52)

• Conclusion: MFT = Saddle-point approximation for functional integral representation where spatial
fluctuations of order parameter are ignored.

3.3 Gaussian approximation

Truncating the action

• Split ϕ(r) in homogeneous part and fluctuation (c.f. idea of MFT, still exact):

ϕ(r) = ϕ̄0 + δϕ(r)
ϕ(k) = (2π)D δ(k)ϕ̄0 + δϕ(k)

• In MFT, we had to discard the quadratic order fluctuation terms δsiδsj .
Now: Keep δϕ(k)δϕ(−k)-terms, evaluate using Gaussian functional integral.

• Assume h0 = 0 (such that r0ϕ̄0 + u0
6 ϕ̄

3
0 = 0).

Obtain the Gaussian approximation of the ϕ4-action Eq. (41):

SΛ0 [ϕ̄0 + δϕ] = V

[
f0 + r0

2 ϕ̄
2
0 + u0

4! ϕ̄
4
0

]
+
[
r0ϕ̄0 + 4u0

4! ϕ̄
3
0

]
︸ ︷︷ ︸

→0

δϕ(k = 0)

+ 1
2

ˆ
k

[
r0 + c0k

2 + 4 · 3
2 · 2u0

4! ϕ̄
2
0

]
δϕ(k)δϕ(−k)

• Substitute the saddle point value ϕ̄2
0 = 0 or ϕ̄2

0 = −6r0/u0 for r0 ≷ 0:

SΛ0 [ϕ] =

V f0 + 1
2
´
k
[
r0 + c0k

2] δϕ(k)δϕ(−k) : T > Tc

V
[
f0 − 3

2
r2
0
u0

]
+ 1

2
´
k
[
−2r0 + c0k

2] δϕ(k)δϕ(−k) : T < Tc
(53)

Thermodynamics in Gaussian approximation

• β, γ, δ: Related to the homogeneous part of the magnetization, ϕ̄2
0

This is the same in the Gaussian approximation as in the MFT → exponents do not change.

• α: (Heat-capacity exponent) Need to calculate Z =
´
D [ϕ] e−SΛ0 [ϕ] using a Gaussian integral (see Ch.

2.3.3 in [Kopietz]). Result:

α =
{

2−D/2 : D < 4
0 : D ≥ 4

(54)
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Correlation function in Gaussian approximation: η, ν

• Gaussian approximation: Have access to spatial order parameter spatial fluctuations (beyond MFT):

ϕ(r) = ϕ̄0 + δϕ(r) (55)

• We find [with ϕ(r) ≡
´
k e

ik·rϕ(k)]

G(r) = 〈δϕ(r)δϕ(0)〉 =
ˆ

k,k′
eik·r

〈
δϕ(k)δϕ(k′)

〉︸ ︷︷ ︸
(2π)Dδ(k+k′)G(k)

=
ˆ

k
eik·rG(k) (56)

• From last semester (quadratic field theory with complex field - where is the inverse propagator?), we
know:

G0(k) = 1
c0

1
ξ−2 + k2 (57)

The subscript 0 stands for “Gaussian approximation” and we defined

c0ξ
−2 ≡

{
r0 : T > Tc,

−2r0 : T < Tc.
(58)

• In Ex. 3.4.2 we find the FT in Eq. (56)

G0(r) = 1
c0

ˆ
k
eik·r

1
ξ−2 + k2

D>2∼
{

1/rD−2 r � ξ

e−r/ξ/
√
ξD−3rD−1 r � ξ

(59)

which confirms our postulate in Eq. (6).

• Read off ν from the definition of ξ (recall r0 ∼ t) and η from the power-law in G(r) at the critical point
at which ξ =∞:

ν = 1/2, η = 0 (60)

Validity of Gaussian approximation

• Q: Is Gaussian approximation correct for critical exponents at least for large D?
(Tc,MF improves with increasing D but is never exact in mean-field unless D →∞.)

• Assess error of neglecting quartic term ∝ u0 in the full Ginzburg-Landau-Wilson action Eq. (42):

SΛ0 [ϕ] = V f0 + 1
2

ˆ
k

[
r0 + c0k

2
]
ϕ(−k)ϕ(k) + u0

4!

ˆ
k1,2,3,4

(2π)Dδ (k1 + ...+ k4)ϕ(k1)ϕ(k2)ϕ(k3)ϕ(k4)

(61)

• Move to T & Tc so that r0 = c0/ξ
2 (ξ is the correlation length in Gaussian approximation).

• Rewrite SΛ0 [ϕ] with dimensionless momenta k̃ = kξ and dimensionless fields ϕ̃(k̃) ≡
√
c0/ξ2+Dϕ(kξ).

We obtain

SΛ0 [ϕ] = V f0+1
2

ˆ
k̃

[
1 + k̃2

]
︸ ︷︷ ︸
'1 for small k

ϕ̃(−k̃)ϕ̃(k̃)+ 1
4!

(
u0ξ

4−D

c2
0

) ˆ
k̃1,2,3,4

(2π)Dδ
(
k̃1 + ...+ k̃4

)
ϕ̃(k̃1)ϕ̃(k̃2)ϕ̃(k̃3)ϕ̃(k̃4)

(62)

• Relative strength of quartic part:
ũ0 = u0ξ

4−D/c2
0. (63)
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• For D < 4: Regardless of how small u0, if ξ ∝ |t|−ν diverges as t→ 0, the relative strength of the quartic
part diverges. → Gaussian approximation to critical exponents (defined in the limit t→ 0) is not reliable.

• Critical dimensions:

– Upper critical dimension Dup: For D > Dup, the critical exponents of the Gaussian approximation
are exact.

– Lower critical dimension Dlow: The largest dimension where one has Tc = 0.

• Ising model: Dlow = 1, Dup = 4.

3.4 Exercises

3.4.1 Derivation of continuum ϕ4-field theory for Ising model

In this exercise, you formally derive the continuum field theory Eq. (42) starting from the partition function
Eq. (39).

1. Use the identity

e
1
2 sT [A−1]s =

√
detA

ˆ
D [x] e−

1
2xTAx+xT s (64)

to rewrite the J-part of the partition function. Here, x and s are real vectors with N entries xi and si,
respectively and

´
D [x] ≡ ΠN

i=1
´ +∞
−∞ dxi/

√
2π and A is a real and symmetric N ×N matrix with entries

aij . Show that

Z = 1√
detJ̃

ˆ
D [x] exp

[
−1

2xT J̃−1x +
N∑
i=1

ln [2 cosh (xi + βh)]
]
≡ 1√

detJ̃

ˆ
D [x] e−S̃[x] (65)

where J̃ij = βJij . Convince yourself that the average of xi is a re-scaled version of the si, 〈x〉S̃ = J̃ 〈s〉.
Define ϕ ≡ J̃−1x which can be interpreted as a spatially fluctuating order parameter as 〈ϕi〉S̃ = 〈si〉 = m.
Confirm:

Z =
√

detJ̃
ˆ
D [ϕ] exp

[
−1

2ϕ
T J̃ϕ+

N∑
i=1

ln
[
2 cosh

([
J̃ϕ
]
i
+ βh

)]]
≡
√

detJ̃
ˆ
D [ϕ] e−S[ϕ] (66)

2. Assume a hyper-cubic lattice in D-dimensions where Tc = 2DJ and the lattice constant is a. Close
to the critical point T ' Tc, the integral is dominated by configurations where ϕi is small. Expand
S [ϕ] accordingly neglecting terms of order O(ϕ6

i ) and assume small fields h. Use the Fourier-transform
ϕj = 1

N

∑
k e

ik·rjϕk with
∑
j e

ik·rj = Nδk,0 and Jk =
∑
j e
−ik·rjJ(rj) where J(ri − rj) = Jij is the

translational invariant coupling. You should obtain

S [ϕ] = −N ln2− β2hJk=0ϕk=0 + β

2
1
N

∑
k
Jk (1− βJ−k)ϕ−kϕk

+ β4

12
1
N3

∑
k1,2,3,4

δk1+k2+k3+k4,0Jk1Jk2Jk3Jk4ϕk1ϕk2ϕk3ϕk4 +O
(
ϕ6
i , h

2, hϕ3
i

)

3. For the situation above, long-wavelength (small k) contributions will dominate. Expand Jk to leading
non-trivial order k2 and then take the limit of infinite volume N ≡ V/aD →∞. In this case use

1
V

∑
k
→ (2π)−D

ˆ +∞

−∞
dDk ≡

ˆ
k
,

V δk,k′ → (2π)D δ
(
k− k′

)
and re-scale the fields as a1+D/2ϕk ≡ ϕ(k). Up to a unimportant shift to f0, you should recover Eq. (42)
with the given values for h0, r0, c0 and u0.
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3.4.2 Fourier transformation of gapped quadratic propagator

Find the D-dimensional Fourier transform G0(r) =
´
k e

ik·rG0(k) for G0(k) =
[
ξ−2 + k2]−1 for D > 2 and

approximate the integral for the two regimes r � ξ and r � ξ. You should express your result using KD ≡
ΩD/(2π)D where ΩD ≡ 2πD/2/Γ(D/2) is the surface area of a unit-sphere in D-dimensional space (Can you
show this?).
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4 Quantum phase transitions

Goal:

• What is different from classical phase transitions when quantum mechanics is involved?

4.1 Overview

• Quantum phase transitions (QPT) are driven by quantum fluctuations (non-commuting parts of the
Hamiltonian that compete to minimize ground-state energy).
Thus it is controlled by a non-thermal control parameter r.

• QPT only occur at T = 0 (see below).

• Paradigmatic example: Transversal magnetic field in easy-axis Ising ferromagnet (Lithium holmium flu-
oride, LiHoF4, D = 3 cubic lattice), approximation of physics using the transverse-field Ising model
(TFIM, also called “quantum Ising model”):

ĤTFIM = −J
∑
〈i,j〉

σ̂zi σ̂
z
j − Γ

∑
i

σ̂xi (67)

Control parameter: r = Γ/J . The two non-commuting terms in ĤTFIM compete between ferromagnetic
state |↑↑ ... ↑〉 (or |↓↓ ... ↓〉) and paramagnetic state |→→〉.
(Mean-field analysis in Γ− T -plane: Ex. 4.4.1)

• QPT classification (similar to thermal phase transitions):

– first order (simple ground-state level crossing)
– second order (“continuous”, with diverging length- and time scale).

• Further examples for QPT:

– Anderson localization: Electrons in disordered, non-interacting D = 3 systems can undergo a tran-
sition between insulator (localized wavefunction at E = EF ) and metal (delocalized). Reason:
Quantum interference of scattered waves.
Control parameter: Disorder strength or Fermi energy EF .

– Quantum Hall effect: Transition between quantum Hall plateaus σxy = ne2/h.
Control parameter: Magnetic field or Fermi energy EF .

– Mott-Hubbard transition: Interacting electrons can transit between itinerant (metal) phase and a
localized phase.
Control parameter: Interaction strength (tuned by pressure, doping,...).

4.2 Quantum-to-classical mapping

Classical kinetic energy does not drive phase transition:

• Typical classical Hamiltonian: Kinetic part depends only on momenta p, potential part only on positions
q:

H (p, q) = Hkin (p) +Hpot (q) (68)

• Classical partition function: A high-dimensional phase-space integral, which factorizes:

ZC =
ˆ
dpdq exp [−βH (p, q)] =

ˆ
dp exp [−βHkin (p)]︸ ︷︷ ︸

→freg

ˆ
dq exp [−βHpot (q)] (69)
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• If Hkin(p) ∼ p2 as usual, kinetic contribution to ZC is just a product of independent Gaussian integrals.
It cannot produce singularity in free energy f .

• Conclusion: Phase transition must originate from the q-(configuration) integral (c.f. Ising model indeed
lacks kinetic part).

Quantum case

• No factorization in path integral: if
[
Ĥkin, Ĥpot

]
6= 0, then

eĤkin+Ĥpot 6= eĤkineĤpot (70)

• Feynman’s trick to compute path integral: Use Trotter formula and insert suitable basis, e.g. from
bosonic/fermionic coherent states (see Cond-Mat-Field-theory I lecture)

ZQ = Tre−βĤ

= Tr lim
N→∞

[
e−βĤ/N

]N
[∆τ = β/N ] = Tr lim

∆τ→0

[
e−∆τĤ

]β/∆τ
=
ˆ
D [q(r, τ)] exp [−S (q(r, τ))]

Observation: q(r, τ) is D+1-dimensional with r in D-dim space and one extra imaginary-time coordinate
τ ∈ [0, β].

– Example 1: Single Ising spin in transverse magnetic field Ĥ = −h̃σ̂z − Γσ̂x (0-D quantum model)

ZQ ' Tr
[
e−βĤ/N

]N
' Tr

[
1 + ∆τ h̃σ̂z + ∆τΓσ̂x

]N
= Tr

(
1 + ∆τ h̃ ∆τΓ

∆τΓ 1−∆τ h̃

)N
(71)

The matrix can be expressed as the transfer matrix of the 1D classical Ising model in a longitudinal
magnetic field, c.f. Ex. 2.4.1.

T =
(
eβc(J+h) e−βcJ

e−βcJ eβc(J−h)

)
(72)

– Example 2: Interacting fermions

S
[
ψ̄(r, τ), ψ(r, τ)

]
=
ˆ β

0
dτ

∑
ij

ψ̄(ri, τ) [∂τδij + hij ]ψ(rj , τ) +
∑
ijkl

Vijklψ̄(ri, τ + η)ψ̄(rj , τ + η)ψ(rk, τ)ψ(rl, τ)


– Example 3: TFIM in Eq. (67) maps to anisotropic classical 2D Ising model, see Ex. 4.4.2.

Thus expect generalized Landau-Ginzburg-Wilson action Eq. (41) for order parameter ϕ.

S [ϕ (r, τ)] =
ˆ
dDr
ˆ β

0
dτ

[
f0 + r0

2 ϕ
2 + c0

2 [∇rϕ]2 + u0
4! ϕ

4 − h0ϕ+ c1
2 [∂τϕ]2

]
(73)

• Zero temperature limit T → 0 ⇔ β →∞:

– ZQ can be seen as D+ 1-dimensional classical path integral ZC in infinite D+ 1-dimensional space.
– QPT in D-space dimensions is equivalent to a classical (thermal) phase transition in D + 1 space

dimension.
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• Remarks:

– Role of temperature T :
∗ Classical: T just multiplies coupling constants, i.e. in Ising model βJ ≡ K.
∗ Quantum: Temperature controls length of τ -dimension in integral expression for partition func-

tion.
– After mapping: Classical D+ 1-dimensional system may be unusual and anisotropic between r- and
τ -direction.

– Critical exponents for D-dim quantum systems may already be known from D+ 1-classical systems.
– Dynamics of quantum system: Requires analytic continuation G(τ)→ G(t = iτ)

∗ ok for scaling arguments and power-laws
∗ spoils precise mapping of dynamic time-dependent quantities

– If resulting action S [q(τ)] becomes negative or complex, it cannot be interpreted as a classical action.
[Sign-problem!]

4.3 Scaling around continuous QPT

Scaling at T = 0

• Scaling hypothesis for free energy Eq. (8) extended for quantum case:

fsing (r − rc) = b

−

1 + 1 + ...+ 1︸ ︷︷ ︸
D

+z


fsing ([r − rc] byr)

• Dynamical critical exponent z: From possible anisotropic scaling in D + 1 dimensional space, r → br,
τ → bzτ . This also means for the correlation lengths:

ξ ∼ |r − rc|−ν ,
ξτ ∼ ξz ∼ |r − rc|−zν ,

• From scaling hypothesis, repeat derivation of scaling forms of thermodynamic observables and correlation
functions, e.g.:

O (r − rc, k, iωn) = ξdOO (kξ, ωnξτ ) (74)

where k=momentum, ωn=Matsubara frequency (momentum along τ -axis).

• Remarks:

– dO is scaling dimension, see RG. For correlation function O = G, we had dG = 2− η.
– Interpretation: There is no other length scale than ξ, no other time-scale than ξτ .
– Ansatz also holds for real frequencies, iωn → ω + i0.

Effect of T > 0 and phase diagram in r − T−plane

• Effect of T > 0 (Fig. 5a):

– τ -direction becomes finite. Leads to “slab”-geometry with τ ∈ [0, β] and infinite extent in r.
– Formal description: “Finite-size scaling”

fsing (r − rc, T ) = b−(D+z)fsing ([r − rc] byr , T bz)
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without long-range order at T>0 (TFIM in 1d) with long-range order at T>0 
(e.g. TFIM in 3d)

non-thermal controlordered at T=0

quantum disorderedthermally disordered

thermally 
disordered

ordered

classical critical

QCP

(example for              )

thermal fluctuations
quantum critical fan

(a) (b)

!

(c)

!

Figure 5: Finite temperature phase diagrams in the presence of a quantum critical point.

– Consequence: Characteristic energy scale Lτ = β = T−1, characteristic length scale L1/z
τ :

O (r − rc, k, ω, T ) = LdO/zτ O
(
kL1/z

τ , ωLτ , Lτ/ξτ
)

(75)

• Two alternative consequences of reduced dimension D in “slab”-geometry:

1. Absence of phase transition (Fig. 5b), order for r < rc only at T = 0.
2. Phase transition in D-dimensional classical universality class (Fig. 5c). Find critical temperature
Tc(r).
Crossover happens when ξτ ∼ |r − rc|−zν

!= β (green region).

• Quantum critical region/fan (red region in Fig. 5):

– At T = 0 temporal fluctuation time-scale goes like τc ∼ ξτ ∼ ξz (c.f. Eq. (15)).
– QM: Relate τc to fluctuation energy scale / gap ∆ = ~/τc ∝ ξ−z ∝ |r − rc|νz with power νz > 0.

(Note that possibly νz > 1 → concave).
– T > 0: Will system notice gap? Depends on T ≶ ∆.
– Within quantum critical fan:

Physics dominated by thermal excitations of the quantum critical ground state.
Finite-T scaling form Eq. (75): Neglect last argument: Lτ/ξτ ∼ |r− rc|νz/T ∼ ∆/T � 1. Leads to:

O (k, ω, T ) = LdO/zτ O
(
kL1/z

τ , ωLτ
)

(76)

4.4 Exercises

4.4.1 Mean-field theory for quantum spin-1/2 transverse field Ising model (TFIM)

In this exercise, we perform a mean-field analysis for the (quantum!) TFIM of Eq. (67). We work on the
hyper-cubic lattice with coupling J ≡ 1 to the z = 2D nearest neighbors.

1. Derive the mean-field Hamiltonian ĤMF of the TFIM, use σ̂zi = mz + δσ̂zi where mz = 〈σ̂zi 〉 and neglect
terms quadratic in δσ̂zi . Find the partition function ZMF and the self-consistency condition for possible
non-trivial mz (Γ, T ):

tanh
(
βz
√

[mz]2 + (Γ/z)2
)

=
√

[mz]2 + (Γ/z)2 (77)

2. Solve the self-consistency condition for the special cases Γ = 0 and T = 0. For T = 0, calculate mz

explicitly, sketch mz(Γ, T = 0) and determine the value for the critical exponent in mz ∝ (Γc − Γ)βΓ .
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3. Use your results from the previous part and suitable expansions close to the critical points on the T - and
Γ-axis to sketch the phase boundary in the Γ− T−plane.
[Hint: To see how the phase boundary (Γc, Tc) emerges from the critical point (0, Tc[Γ = 0]) found above,
set (Γc, Tc) = (0 + δΓc, Tc[Γ = 0] + δTc) and assume small δΓc, δTc. Do the same close to (Γc[T = 0], 0).]
What kind of phase transitions (quantum/classical) would you expect in an exact (non-mean-field) treat-
ment? Why is the mean-field phase diagram even qualitatively incorrect for the TFIM in D = 1.

4.4.2 Transverse field Ising model in 1D (I): Mapping to 2D classical system

Consider the 1D TFIM in Eq. (67) in one spatial dimension (1D) with J = 1 and Lx sites with periodic
boundary conditions:

Ĥ = −
∑
i

σ̂zi σ̂
z
i+1 − Γ

∑
i

σ̂xi (78)

In this exercise, we show the equivalence of the quantum partition function Z1D,q = Tr1De
−βqĤ for low enough

Tq = 1/βq and the partition function of a 2D classical Ising model (without magnetic field, with anisotropic
coupling constants Kx = Jxβc, Ky = Jyβc),

Z2D,c = Tr2De
Kx
∑

i,j
σi,jσi+1,j+Ky

∑
i,j
σi,jσi,j+1 . (79)

In the last expression, σi,j = ±1 denotes the value of the classical spin at position (i, j). Our strategy is to
start from Z2D,c and leverage the transfer matrix approach to Z1D,c to 2D.

1. Express eKx
∑

i
σiσ̃i+1 and eKy

∑
i
σ̃iσi as matrix elements of two operators Ox, Oy in the 2Lx-dimensional

Hilbert space of a spin-1/2 chain spanned by the basis |σ1, σ2, ..., σLx〉, {σi}i=1,...,Lx = ±1. Then use these
results to show

Z2D,c = (2 sinh [2Ky])LyLx/2 Tr
([
eKx

∑
i
σ̂zi σ̂

z
i+1e

∑
i
K̄yσ̂xi

]Ly)
(80)

where tanh K̄y ≡ e−2Ky .

2. Use the Trotter-formula Z1D,q ' Tr1D
[
e−βqĤ/Ly

]Ly
for Ly large enough to establish the mapping between

Z1D,q and an anisotropic Z2D,c. Use the mapping to argue that there is only a QPT in the Ĥ for Lx →∞
and Tq → 0.

3. It is known that anisotropy in the 2D classical Ising model does not change the critical exponents. The
critical temperature is given implicitly by sinh (2Kx) sinh (2Ky) = 1. Use this to find the exact critical
transverse field Γc. By which factor does the mean-field solution of Ex. 4.4.1 overestimate the exact Γc?

4.4.3 Transverse field Ising model in 1D (II): Exact eigenenergies

Here we are interested in finding the exact eigenenergy spectrum of the 1D TFIM in Eq. 78. We will find the
gap ∆ as a function of Γ and confirm the above value of its critical strength.

1. Consider the Jordan-Wigner transformation in 1D that maps spin-1/2 to fermionic operators ci, c†i :

σ̂xi =
(
1− 2c†ici

)
σ̂zi = −

∏
j<i

(
1− 2c†jcj

) (
ci + c†i

)
Confirm that this mapping indeed fulfills the spin algebra by computing σ̂αi σ̂

β
i′ for α, β = {x, z}, i = i′

and i 6= i′.

2. Insert the Jordan-Wigner transformation in the 1D TFIM Hamiltonian and use a Fourier-transformation
ck = 1√

Lx

∑
j cje

−ikj to obtain

Ĥ =
∑
k

(
2 [Γ− cos k] c†kck − i sin k

[
c†−kc

†
k + c−kck

]
− Γ

)
(81)
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3. Solve this c-particle number non-conserving Hamiltonian using a Bogoliubov transformation, ck = ukγk+
ivkγ

†
−k where γ(†)

k again fulfill fermionic anti-commutation relations if uk, vk are real numbers satisfying
u2
k + v2

k = 1, u−k = uk and v−k = −vk. They can be parameterized by an angle, uk = cos (θk/2) and
vk = sin (θk/2). Find (k-dependent!) θk such that

Ĥ =
∑
k

Ekγ
†
kγk + const. (82)

and obtain the single-particle energy Ek = 2
√

1− 2Γ cos k + Γ2. What is the critical value of Γ at which
Ek becomes gapless (at which k?).
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5 Wilsonian renormalization group

Goal:

• Renormalization group (RG) = Set of ideas, not one coherent theory.
Requires experience for application (→ examples and exercises).

• study interacting systems beyond perturbation theory

• Connect physics at different energy scales (high to low energy / short to large length),
provides simplified effective models valid for each scale.

• Examples for length scales: Lattice spacing a � correlation length ξ � system size L.

• Justification for scaling hypothesis, universality and approximate calculation of critical exponents.

• Deeper understanding of phase diagrams and emergent scales [i.e. Kondo temperature].

• Here: Only condensed matter application (skip high-energy physics viewpoint)

5.1 Basic idea of the RG

• Partition function as path integral over field Φ (bosonic/fermionic/mixed), coupling constants g =
(g1, g2, g3, ...).
(See, e.g. Ex. 3.4.1 for the derivation of φ4-theory from Ising model):

Z (g) =
ˆ
D [Φ] e−SΛ0 [Φ,g] (83)

• RG-Idea: Iterative integration over Φ in Eq. (83) (Simplifying assumptions needed for generic case.)
Head towards low-energy / long-distance effective theory.

• Two steps:

1. Mode elimination:
For momentum-shell RG in Fig. 6a (other incarnations - see below):
Define “shell” of high-energy modes close to the UV cutoff Λ0, e.g. in k-space k ∈ (Λ,Λ0] with

Λ = Λ0/b, b > 1. (84)

Those are the high-energy (fast, “>”) modes that should be integrated out:

Φ(k) = Θ(Λ− k)Φ(k)︸ ︷︷ ︸
Φ<

+ Θ(k − Λ)Φ(k)︸ ︷︷ ︸
Φ>

(85)

and define
Z =

ˆ
D
[
Φ<]ˆ D [Φ>] e−S[Φ<+Φ>,g] =

ˆ
D
[
Φ<]e−S<Λ [Φ<,g<] (86)

Remark:

(a) Integration in the last step can only be carried out approximately in practice.
(b) Set of coupling constants g is usually enlarged and must be truncated.

2. Rescaling:
Re-scale momenta and fields such that S<Λ [Φ<,g<] has the same form as SΛ0 .
In momentum-shell RG: Stretch momenta from k ∈ [0,Λ] to k′ ∈ [0,Λ0]:

k → k′ = bk
Φ<(k) → Φ′(k′) = ζ−1

b Φ<(k′/b)
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(a) Momentum-shell RG (b) Real-space RG

Figure 6: Different incarnations of the RG mode-elimination step.

Arrive at action S′Λ [Φ′,g′]. Read off the RG-trafo of coupling constants:

g′ = R(b; g) (87)

Remark: For quantum system, also eliminate (large) Matsubara frequencies iω, re-scale with possibly
different factor:

iω → iω′ = iωbz (88)

• Remark: RG-trafo is semi-group (associativity holds (a · (b · c) = (a · b) · c), but no inverse):

– Associativity: Can combine RG steps for b and b′ to b′′ = b′b. This yields

g′′ = R(b′;R(b; g)︸ ︷︷ ︸)
g′

= R
(
b′b; g

)
(89)

– No inverse: Due to truncation of coupling space. This means that different microscopic models can
give rise to same long-wavelength properties.

• Iterating the RG transformation:

g(n) = R(b; g(n−1)) = R(bn; g) (90)

• In limit n→∞, it holds Λ = Λ0/b
n n→∞→ 0.

Thus we have integrated out all degrees of freedom, obtain Z. However, as the RG cannot be carried out
exactly, this is usually not what is done.

• Incarnations of mode-elimination step:

1. Momentum-shell RG (Wilson), as outlined above. Requires translational invariant systems. See
Sec. 5.4.

2. Real-space RG (Migdal-Kadanoff): For spin systems, decimate certain lattice sites by partial traces
over Hilbert space.
See Sec. 5.2 for clean 1D system and Sec. 5.7.1 for disordered 1D system.
Hard to generalize to D = 2, 3, ....

3. Functional RG (Wegner, Wetterich): Formally exact version of momentum-shell RG (1), go from
the level of coupling parameters g(n)

i to vertex functions ΓΛ(K1,K2, ...) which depend smoothly on
cutoff. See Sec. 6.

4. Numerical RG (Wilson): For impurity models (interacting site + non-interacting bath), numerical
implementation, for some “poor-man” version, see Sec. 5.5.
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5.2 Example: Real-space RG for Ising model in 1D

• Recall 1D classical Ising model

H = −J
N∑
i=1

sisi+1 − h
N∑
i=1

si − E0 (91)

where E0 is an energy offset and N assumed even.

• Recall transfer matrix solution (Ex. 2.4.1) for partition function:

ZN
(
f̃ , g, h̃

)
=

∑
{si}=±1

e−βH = Tr
[
TN

]

T = ef̃
(
eg+h̃ e−g

e−g eg−h̃

)

and g = βJ , h̃ = hβ, f̃ = βE0/N .

RG step

• Mode elimination step: Carry out trace
∑
{si} =

∑
{si even}

∑
{si odd} only for even sites i:

ZN ′
(
f ′, g′, h̃′

)
= Tr

[(
T ′
)N ′] (92)

with N ′ = N/2 and

T ′ ≡ T 2 = e2f̃
(
e2g+2h̃ + e−2g eh̃ + e−h̃

eh̃ + e−h̃ e2g−2h̃ + e−2g

)
. (93)

Important: Z after mode elimination has same form as the initial Z, but for lattice of lattice constant
a′ = 2a and for only N ′ = N/2 sites.

• We want to write T ′ using the form of T with parameters {f ′, g′, h̃′}:

T ′
!= ef̃

′
(
eg
′+h̃′ e−g

′

e−g
′

eg
′−h̃′

)
(94)

• Relation between primed and unprimed parameters (short calculation):

f̃ ′ = 2f̃ + 1
4 ln

[
16 cosh2

(
h̃
)

cosh
(
2g + h̃

)
cosh

(
2g − h̃

)]
g′ = 1

4 ln

cosh
(
2g + h̃

)
cosh

(
2g − h̃

)
cosh2

(
h̃
)


h̃′ = h̃+ 1

2 ln

cosh
(
2g + h̃

)
cosh

(
2g − h̃

)


Remarks:

– Exact relations are peculiar to D=1. For D=2,3,... new couplings would be generated.
– The above equations already contain rescaling step. Indeed, the contribution 2f̃ on the rhs of f̃ ′

comes from the reduced number of sites N ′ = N/2. However, no field (spin) rescaling was needed
(ζ = 1).
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unstable
fixed point

stable
fixed point

critical point (ordered spins)
divergent correlation length

Figure 7: RG flow of the dimensionless coupling x = tanh(J/T ) for the Ising model in 1D.

• Consider special case h̃ = 0 (→ h̃′ = 0):

f̃ ′ = 2f̃ + ln
[
2
√

cosh (2g)
]

g′ = ln
[√

cosh (2g)
]

For the g′ equation, we exponentiate eg′ =
√

cosh (2g) and find with

eg
′ ± e−g′ =

√
cosh (2g)

(
1± 1

cosh (2g)

)
(95)

that

tanh g′ =
1 + 1

cosh(2g)

1− 1
cosh(2g)

(96)

We use cosh (2g) = 2 cosh2 (g)− 1 = 2 sinh2 (g) + 1 to finally obtain (similar for f̃ ′):

tanh g′ = tanh2 g (97)

f̃ ′ = 2f̃ + ln [2 cosh (g)] + ln
[ cosh (g)

cosh (g′)

]
(98)

Iteration and fixed points

• Recall the definition of g = J/T with T the temperature. Define xn ≡ tanh g(n) ∈ [0, 1].
RG step in terms of xn, see also Fig. 7:

xn+1 = x2
n (99)

• Fixed point: Configuration x? that does not change under Eq. 99.

– Unstable fixed point at x? = 1.
– Stable fixed point at x? = 0.

• One may interpret either T or J as changing under RG:
if one chooses T , it increases under the flow to T =∞ at the stable fixed point, or stays at T = 0 at the
unstable fixed point.
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Correlation length ξ

• Correlation length defined via the long-distance tail of correlation function G(ri − rj).

• We can chose ri,j from the non-decimated sites. We show that site-decimation does not affect the
correlation function (H̃ = βH):

G(ri − rj) =
∑
s1,s2,s3,...,sN δsiδsje

−H̃(s1,s2,s3...,sN )∑
s1,s2,s3,...,sN e

−H̃(s1,s2,s3...,sN )

=
∑
s1,s3,...,sN−1 δsiδsj

∑
s2,s4,...,sN e

−H̃(s1,s2,s3...,sN )∑
s1,s3,...,sN−1

∑
s2,s4,...,sN

e−H̃(s1,s2,s3...,sN )

︸ ︷︷ ︸
e−H̃

′(s1,s3,...,sN−1)

=
∑
s1,s3,...,sN−1 δsiδsje

−H̃′(s1,s3,...,sN−1)∑
s1,s3,...,sN−1 e

−H̃′(s1,s3,...,sN−1)

• Correlation length is defined in units of lattice constant a, which changes under RG step.
After the decimation, ri, rj have moved closer together:

ξ′ ≡ ξ(x′) above= ξ(x)/2. (100)

On the other hand, we have x′ = x2 from the RG transformation. This leads to

ξ(x2) = ξ(x)/2 (101)

• The equation has the solution
ξ(x) = − a0

ln(x) (102)

where a0 is arbitrary length scale, it can be taken to physical (initial) lattice constant a.

• Use Eq. 102 to obtain correlation length at low temperature: Use g = J/T � 1 in:

x = tanh g ' 1− 2e−2g (103)

and then obtain from Eq. (102)
ξ ' a

2e
2J/T (104)

• The correlation length is finite for any T > 0 and the 1D Ising chain is disordered.

Infinitesimal form of RG recursion and beta-function

• Above, we eliminated every 2nd spin, corresponding to rescaling factor b = 2.
We can equally well work with b = 3, 4, ... to get

tanh g′ = tanhb g (105)

f̃ ′ = bf̃ + (b− 1) ln [2 cosh (g)] + ln
[ cosh (g)

cosh (g′)

]
(106)

• Analytically continue for arbitrary real b (natural for momentum shell-RG):

b ≡ el = 1 + l +O(l2) (107)
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Set g′ ≡ gl with g0 = g and likewise for xl = tanh gl.
For l→ 0, write the RG iteration in form of a differential equation:

xl = xb0 = x
1+l+O(l2)
0 = x0

(
1 + l ln x0 +O(l2)

)
xl − x0

l
= x0 ln x0 +O(l)

or, taking the limit l→ 0,

∂lx ≡
∂x

∂l
≡ β(x) = x ln x (108)

also known as the beta-function for x.

• Fixed points of the RG flow are zeros of the beta-function, β(x?)
!= 0.

• Canonical dimension Dg of coupling constant g (from rescaling step, also called “engineering dimension”):
Flow equations for coupling constant g of dimension 1/(length)Dg start out with

∂lg = Dgg + ... (109)

• Example: For the free-energy flow of the D-dimensional Ising model, we have that f̃ has units of
1/(length)D, thus Df̃ = D and

∂lf̃ = Df̃ + ... (110)

5.3 General properties of RG flows

• Goal: Understand

– relation between RG fixed points and critical points
– microscopic justification of scaling hypothesis and identification of critical exponents

Fixed points and critical surface

• Recall RG trafo g′ = R(b > 1; g) from Eq. (87) for general couplings g = {g1, g2, ...}.
The RG trafo of the correlation length is ξ(g′) = ξ(g)/b, see Eq. (100).

• A fixed point g? = {g?1, g?2, ...} fulfills

g? = R(b; g?)
ξ (g?) = ξ (g?) /b

• Classification of fixed points according to the two possible solutions for ξ (g?):

– Trivial fixed point: ξ (g?) = 0
– Critical fixed point: ξ (g?) =∞

• Example: Square-lattice Ising model (2D) RG flow in Fig. 8 (projected onto βJ − βJ ′ plane):

– Three f.p. (two trivial f.p. : disordered T =∞ and ordered at T = 0, one critical f.p. with ξ =∞)
– Each f.p. (trivial and critical) has its own basin of attraction (points flowing into f.p. ).
– Basin of attraction for trivial f.p. = phases
– Basin of attraction for critical f.p. = critical surface (critical manifold), has also ξ =∞

Reason: ξ(g) = bnξ
(
g(n)

)
and for g on the critical line, we have g(n) →

n→∞
g? for which ξ (g?) =∞.

Thus ξ(g) =∞.
– For start close to critical line, flow is almost towards the critical fixed point where it lingers and is

very slow.
→ Reason to study vicinity of the critical f.p. (next).

– Careful: Critical fixed point (•) is not the same as critical point (�, on critical surface).
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T=0 f.p. (ordered)

f.p. (disordered)

critical f.p.

experimental

Figure 8: RG-flow of the 2D Ising model, projected to the dimensionless (next-)nearest neighbor couplings J (J ′).

Local RG flow close to fixed point

• Linearized flow close to a fixed point g?:

δg′ = g′ − g? = R(b; g)−R(b; g?) ≡ R(b; g?) · δg (111)

where the derivative-matrix R has elements

Rij(b; g?) ≡
∂Ri(b; g)
∂gj

|g=g? (112)

• R is a square matrix (but not necessarily symmetric).
Find the left eigenvectors vTα and eigenvalues λα,

vTα ·R(b; g?) = vTα · λα (113)

The
{
vTα
}
do not need to be all linearly independent, but let us assume they are (matrix is not defective).

• We project the coupling vector δg onto the vTα and obtain the scaling variables

uα ≡ vTα · δg =
∑
i

vα,i · δgi (114)

• The RG transformation doesn’t mix the α (see grey arrows in Fig. 8):

u′α = λαuα (115)

• b-dependence: From the associativity of RG trafo, we have

R(b; g?) ·R(b′; g?) = R(bb′; g?) = R(b′; g?) ·R(b; g?) (116)

– Eigenvectors: Commuting matrices have the same eigenvectors → vTα are independent of b.

– Eigenvalues: Must satisfy λα(b)λα(b′) != λα (bb′), thus

λα(b) = byα (117)

where the RG eigenvalue yα does not depend on b.

• Consequence: RG trafo for the scaling variables uα around the fixed point u?α = 0 for any b = el :

u′α = byαuα, ∂luα = yαuα (118)

Warning: Due to the linearization in Eq. (111), there are corrections of order O(u2
α).
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Classification of couplings uα

• Assume yα ∈ R (case yα /∈ R possible but rare):

• Distinguish three cases:

– yα > 0: Relevant coupling, |uα| 6= 0 grows exponentially under RG
– yα < 0: Irrelevant coupling, |uα| 6= 0 decreases exponentially under RG
– yα = 0: Marginal coupling.

Go to higher order in flow equation ∂luα = 0uα+ #u2
α+ ... to decide if the coupling uα is marginally

relevant or marginally irrelevant.

Justification of scaling hypothesis for free energy f

• Consider critical fixed point with two relevant scaling variables: t ∼ (T − Tc)/Tc, h ∝ magnetic field
(c.f. Ising model).

• RG flow equations (close to fixed point):

∂lt = ytt, ∂lh = yhh (119)

or
t′ = bytt, h′ = byhh (120)

with yt > 0 and yh > 0. (We will compute yt,h approximately in Sec. 5.4 using ϕ4-theory.)

• Recall: RG preserves the partition function

ZN (t, h) = ZN/bD
(
t′ = bytt, h′ = byhh

)
(121)

with N or N/bD lattice sites, respectively.

• For the free energy density, we find

f ∼ − 1
N

lnZN = − 1
bD

1
N/bD

lnZN/bD (122)

and we read off:
fsing(t, h) = b−Dfsing

(
t′ = bytt, h′ = byhh

)
(123)

• Restriction to singular part (“sing”) is caused by the neglect of

– higher-order in t, h flow
– marginal or irrelevant couplings

• We confirmed the scaling hypothesis from Eq. (8).
Critical exponents (i.e. ν = 1/yt) are related to the linearized RG flow close to the fixed point and its
eigenvalues.

• Origin of universality:
The yα are properties of the fixed point.
They do not depend on the initial couplings g which will vary with the physical system.
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Scaling hypothesis for correlation function G(r)

• Recall definition, assume k1,2 < Λ0/b and employ the RG step δϕ(k) = ζbδϕ
′(k′), k = k′/b :

(2π)D δ (k1 + k2)G (k1; g) = Z−1
ˆ
D[ϕ]e−S[ϕ;g]δϕ (k1) δϕ (k2)

= ζ2
bZ−1

ˆ
D[ϕ′]e−S[ϕ′;g′]δϕ′

(
k′1
)
δϕ′

(
k′2
)

= ζ2
b (2π)D δ

(
k′1 + k′2

)
G
(
k′1; g′

){
δ(bk) = b−Dδ(k)

}
= ζ2

b b
−D (2π)D δ (k1 + k2)G

(
bk1; g′

)
By comparison, we find

G (k; g) = ζ2
b b
−DG

(
bk; g′

)
(124)

• Convention: Parametrization
ζb ≡ b1+D/2√Zb (125)

so that
G (k; g) = b2ZbG

(
bk; g′

)
(126)

Using b = el, define Zl = Zb=el . Flow equation for Zl parameterized as:

∂lZl ≡ −ηlZl . (127)

Suppose lim
l→∞

ηl = η, then Zl = e−ηl = b−η and for large enough l,

G (k; g) = b2−ηG
(
bk; g′

)
. (128)

At a fixed point g = g′ = g?, this can be solved as

G(k) = |k|−2+η (129)

• Conclusion:
Anomalous dimension η introduced in Eq. (6) connected to microscopic RG via field rescaling factor ζ.

• Example: Ising model / φ4-theory.
Relation between yh and ζb: Consider field-term ∝ ϕ(k = 0) from the effective action

hϕ(k = 0) = h′ϕ′(k′ = 0) = h′ζ−1
b ϕ(k = 0) (130)

Read off h′ = ζbh, compare to h′ = byhh. Find

ζb = byh (131)

Insert in Eq. (124). Consider only relevant couplings g = (t, h) (singular part only):

Gsing (k; t, h) = b−Db2yhGsing (bk; bytt, byhh) (132)

which is the Fourier-transformation of the scaling hypothesis in Eq. (11).

5.4 Example: RG of φ4-theory and Wilson-Fisher fixed point

• Goals:

– Find flow equations for φ4-theory beyond engineering dimensions.
– Mode elimination step via perturbation theory in u0.
– Analysis of flow diagram and critical exponents (for ε ≡ 4−D � 1)
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RG flow equations

• Recall φ4-theory (Ginzburg-Landau-Wilson action) from Eq. (42).
Set magnetic field to zero, assume high-temperature regime r0 > 0:

SΛ0 [ϕ] = V f0 + 1
2

ˆ Λ0

k

[
r0 + c0k

2
]
ϕ(−k)ϕ(k) + u0

4!

ˆ Λ0

k1,2,3,4

(2π)Dδ (k1 + ...+ k4)ϕ(k1)ϕ(k2)ϕ(k3)ϕ(k4)

(133)

• Implement mode elimination step with cutoff Λ = Λ0/b < Λ0: ϕ(k) = Θ(Λ− k)ϕ(k)︸ ︷︷ ︸
ϕ<

+ Θ(k − Λ)ϕ(k)︸ ︷︷ ︸
ϕ>

,

yields three contributions:

SΛ0 [ϕ] = SΛ
[
ϕ<
]

+ SΛ,Λ0

[
ϕ>
]

+ Smix
[
ϕ<, ϕ>

]
(134)

– “Smaller part” SΛ [ϕ<] is like SΛ0 [ϕ] but with
´ Λ0
k ϕ(k)...→

´ Λ
k ϕ<(k)....

– “Larger part” SΛ,Λ0 [ϕ>] is similar with
´ Λ0
k ϕ(k)...→

´ Λ0
|k|>Λ ϕ

>(k)...

– “Mixing term”: Of order u0. Possibilities of picking 2 ϕ<-fields of the 4 ϕ fields 6 =
(

4
2

)
:

Smix
[
ϕ<, ϕ>

]
= 6×u0

4!

ˆ Λ

k1,2

ˆ Λ0

|k3,4|>Λ
(2π)Dδ (k1 + ...+ k4)ϕ<(k1)ϕ<(k2)ϕ>(k3)ϕ>(k4)

+ ”ϕ<
(
ϕ>
)3 ” + ”

(
ϕ<
)3
ϕ>”

• Integrate over ϕ> to get new effective action:

e−SΛ[ϕ<,f<,r<,c<,u<] = e−SΛ[ϕ<,f0,r0,c0,u0]
ˆ
D
[
ϕ>
]
e−SΛ,Λ0 [ϕ>]−Smix[ϕ<,ϕ>] (135)

or

SΛ
[
ϕ<, f<, r<, c<, u<

]
= SΛ

[
ϕ<, f0, r0, c0, u0

]
− ln

[ˆ
D
[
ϕ>
]
e−SΛ,Λ0 [ϕ>]−Smix[ϕ<,ϕ>]

]
(136)

Expand the ln in powers of u0:

− ln [...] = − ln
[ˆ
D
[
ϕ>
]
e−SΛ,Λ0 [ϕ>]

]
︸ ︷︷ ︸

ϕ<−independent

− ln
[´
D [ϕ>] e−SΛ,Λ0 [ϕ>]−Smix[ϕ<,ϕ>]
´
D [ϕ>] e−SΛ,Λ0 [ϕ>]

]

= f< − f0 − ln

´ D [ϕ>] e−SΛ,Λ0 [ϕ>]
(
1− Smix [ϕ<, ϕ>] + 1

2S
2
mix [ϕ<, ϕ>] +O(u3

0)
)

´
D [ϕ>] e−SΛ,Λ0 [ϕ>]



' f< − f0 − ln

1−
´
D [ϕ>] e−SΛ,Λ0 [ϕ>]Smix [ϕ<, ϕ>]´

D [ϕ>] e−SΛ,Λ0 [ϕ>]︸ ︷︷ ︸
∼u0ϕ<2+u2

0ϕ
<2

+
´
D [ϕ>] e−SΛ,Λ0 [ϕ>] 1

2S
2
mix [ϕ<, ϕ>]´

D [ϕ>] e−SΛ,Λ0 [ϕ>]︸ ︷︷ ︸
∼u2

0ϕ
<4+u2

0ϕ
<2+u2

0ϕ
<6+...


• Consider leading-in-u0 corrections to quadratic/quartic parts of SΛ [ϕ<, f<, r<, c<, u<]: Need to keep

terms of order u0ϕ
<2 and u2

0ϕ
<4.

→ Can replace the expectation values with respect to the interacting action SΛ,Λ0 [ϕ>] by expectation
values with respect to its Gaussian part, S0

Λ,Λ0
[ϕ>] = 1

2
´ Λ0
|k|>Λ

[
r0 + c0k

2]ϕ>(−k)ϕ>(k).
Notation:

〈· · · 〉0,> ≡
´
D [ϕ>] e−S

0
Λ,Λ0

[ϕ>] · · ·´
D [ϕ>] e−S

0
Λ,Λ0

[ϕ>] . (137)
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We then have

− ln [...] ' f< − f0 − ln
[
1−

〈
Smix

[
ϕ<, ϕ>

]〉
0,> + 1

2
〈
S2
mix

[
ϕ<, ϕ>

]〉
0,>

]
{

ln [1 + x] ' x− x2/2
}
' f< − f0 +

〈
Smix

[
ϕ<, ϕ>

]〉
0,> −

1
2

[〈
S2
mix

[
ϕ<, ϕ>

]〉
0,>
−
〈
Smix

[
ϕ<, ϕ>

]〉2
0,>

]
• In light of Eq. (136), we compare the parts of order (ϕ<)2 [terms ∼ ϕ< or ∼ (ϕ<)3 vanish] and read off

1
2
(
r< + c<k2

)
= 1

2
(
r0 + c0k

2
)

+
〈
Smix

[
ϕ<, ϕ>

]〉
0,> |

ϕ<−amputated

= 1
2
(
r0 + c0k

2
)

+ 6u0
4!

ˆ Λ0

|q|>Λ

〈
ϕ>(q)ϕ>(−q)

〉
0,>︸ ︷︷ ︸

1/(r0+c0q2)

After comparison of both sides, we find
c< = c0 (138)

r< = r0 + u0
2

ˆ Λ0

Λ

dDk

(2π)D
1

r0 + c0k2 ' r0 + u0
KDΛD−1

0 (Λ0 − Λ)
2(r0 + c0Λ2

0)
(139)

In the above, KD ≡ ΩD/(2π)D where ΩD ≡ 2πD/2/Γ(D/2) is the surface area of a unit-sphere in D-
dimensional space (c.f. Ex. 3.4.2).

• For the new interaction constant u<, we consider the u2
0ϕ

<4 contribution on the rhs of − ln [...] = ....

−1
2

[〈
S2
mix

[
ϕ<, ϕ>

]〉
0,>
−
〈
Smix

[
ϕ<, ϕ>

]〉2
0,>

]
= −1

2 < 6u0
4!

ˆ Λ

k1,2

ˆ Λ0

|k3,4|>Λ
(2π)Dδ (k1 + ...+ k4)ϕ<(k1)ϕ<(k2)ϕ>(k3)ϕ>(k4)

× 6u0
4!

ˆ Λ

q1,2

ˆ Λ0

|q3,4|>Λ
(2π)Dδ (q1 + ...+ q4)ϕ<(q1)ϕ<(q2)ϕ>(q3)ϕ>(q4) >con.0,>

= −1
22
(

6u0
4!

)2 ˆ Λ

k1,2

ˆ Λ0

|k3,4|>Λ
(2π)Dδ (k1 + k2 + k3 + k4)

ˆ Λ

q1,2

ˆ Λ0

|q3,4|>Λ
(2π)Dδ (q1 + q2 + q3 + q4)

×ϕ<(q1)ϕ<(k1)ϕ<(q2)ϕ<(k2)
〈
ϕ>(k3)ϕ>(q3)

〉
0,>
〈
ϕ>(k4)ϕ>(q4)

〉
0,>

where the factor 2 comes from the Wick-theorem with the two choices of pairing k3 = −q3,4.

• We use 〈ϕ>(k)ϕ>(q)〉0,> = (2π)D δ (k + q)G0 (k) with G0 (k) = 1/(r0 + c0k
2) and carefully consider all

the δ-functions:

... =
ˆ Λ

k1,2

ˆ Λ0

|k3,4|>Λ
(2π)Dδ (k1 + k2 + k3 + k4)

ˆ Λ

q1,2

(2π)Dδ (q1 + q2 − k3 − k4)ϕ<(q1)ϕ<(k1)ϕ<(q2)ϕ<(k2)

× −21
2

(
6u0

4!

)2 1(
r0 + c0k2

3
) (
r0 + c0k2

4
)

=
ˆ Λ

k1,2

ˆ Λ

q1,2

(2π)Dδ (q1 + q2 + k1 + k2)ϕ<(q1)ϕ<(k1)ϕ<(q2)ϕ<(k2)

× −21
2

(
6u0

4!

)2 ˆ Λ0

|k3,4|>Λ
(2π)Dδ (k1 + k2 + k3 + k4) 1(

r0 + c0k2
3
) (
r0 + c0k2

4
)

The last line depends on k1 + k2. To get a momentum independent interaction strength, we approximate
k1,2 = 0 which is plausible because they are “smaller” momenta. We get

u< = u0 − 4!21
2

(
6u0

4!

)2

︸ ︷︷ ︸
3
2u

2
0

ˆ Λ0

Λ

dDk

(2π)D
1

(r0 + c0k2)2 ' u0 −
3
2u

2
0
KDΛD−1

0 (Λ0 − Λ)
(r0 + c0Λ2

0)2 (140)
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• Remarks:

– The approximate expressions for r<, c<, u< only involve a single momentum integral, this corre-
sponds to just one loop in the corresponding Feynman diagrams (→ “one-loop approximation”).

– Formally, terms describing a momentum dependence of a vertex u(k1,2,3) = u(0) +u(1)k1 + ... are less
relevant than u(0) because [u(1)] = [u(0)]× [length] under rescaling they have a smaller engineering
dimension than u(0).

• Rescaling step (from r<, u< to r′, u′): Use k = b−1k′ and ϕ<(k′/b = k) = ζbϕ
′(k′):

1
2

ˆ Λ

k

[
r< + c<k2

]
ϕ<(−k)ϕ<(k) = 1

2

ˆ Λ0

k′
ζ2
b b
−D

[
r< + c<b−2k′2

]
ϕ′(−k′)ϕ′(k′)

u<0
4!

ˆ Λ

k1,2,3,4

(2π)Dδ (k1 + ...+ k4)ϕ<(k1)...ϕ<(k4) = u<0
4!

ˆ Λ0

k′1,2,3,4
ζ4
b b
−4D(2π)DbDδ

(
k′1 + ...+ k′4

)
ϕ′(k′1)...ϕ′(k4)

Want to keep the prefactor of the k2-term invariant, this requires ζb = b1+D/2. We then get

r′ = b2r<

u′ = b4−Du<

We change to b = el and find with Λ = Λ0e
−l:

r′ = e2l

r0 + u0
KDΛD−1

0

(
Λ0 − Λ0e

−l
)

2(r0 + c0Λ2
0)


= r0 + 2lr0 + u0

KDΛD0 l
2(r0 + c0Λ2

0)
+O(l2)

∂lrl = 2rl + ul
2

KDΛD0
rl + c0Λ2

0

and likewise
∂lul = (4−D)ul −

3
2u

2
l

KDΛD0
(rl + c0Λ2

0)2 (141)

• Clean up by defining dimensionless couplings:

r̄l ≡ rl
1

c0Λ2
0
, ūl ≡ ul

KD

c2
0Λ4−D

0
(142)

in terms of which

∂lr̄l = 2r̄l + 1
2

ūl
r̄l + 1 ∂lūl = (4−D)ūl −

3
2

ū2
l

(r̄l + 1)2 (143)

Wilson-Fisher fixed point for D > 4

• Analyze the flow given by Eq. (143) above, see Fig. 9 for flow diagrams at D = 4.5, D = 3.8 and D = 3.

– For D > 4, we only have the Gaussian critical fixed point, (ū?, r̄?) = (0, 0). (→Dup = 4)
– For D < 4, the Gaussian fixed point becomes unstable for ū > 0:

Wilson-Fisher f.p. controls the universality of the phase transition. → Gaussian approximation
breaks down.
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Wilson-Fisher f.p.

Gaussian f.p.

Figure 9: RG flow of the φ4-theory above and below D = 4 according to Eq. (143).

Critical exponents in D < 4: ε−expansion

• We are interested in the physical case D = 3.
Q: Can we linearize the flow around the Wilson-Fisher fixed point and find critical exponents?
This would not be reliable, because the flow equations are approximate and only valid to order u2

l .

• A more consistent way is to set ε = Dup −D = 4−D > 0: The fixed point conditions are

0 = 2r̄? + 1
2

ū?
r̄? + 1 ,

0 = εū? −
3
2

ū2
?

(r̄? + 1)2 .

Without the O(ū3
?) terms, can only reliably solve for r̄?, ū? up to O(ε): ū? = 2

3ε + O(ε2) and r̄? =
−ε/6 +O(ε2).

• The linearized flow equations around the Wilson-Fisher fixed point (δr̄l ≡ r̄l − r̄?, δūl ≡ ūl − ū?) are

∂l

(
δr̄l
δūl

)
=
(

2− ε
3

1
2 + ε

12
0 −ε

)(
δr̄l
δūl

)
(144)

One can find the left eigenvectors and eigenvalues (up to order O(ε)):

vT1 = (0, 1), y1 = −ε = D − 4 < 0 (irrelevant.)

vT2 = (1, 1− ε/6
4 ), y2 = 2− ε

3 > 0 (relevant.)

• The irrelevant scaling variable is vT1 ·
(
δr̄l
δūl

)
= δūl, the relevant scaling variable is vT2 ·

(
δr̄l
δūl

)
=

δr̄l + 1−ε/6
4 δūl ≡ tl.

• According to Sec. 5.3, we find

ν ≡ 1
y2

= 1
2 + ε

12 +O(ε2) (145)

• Remark: One often lets ε → 1 at the end of this calculation, which yields ν1−loop = 0.58 and the exact
value is νex ' 0.63. Recall MFT / Gaussian fixed point: ν = 0.5. Systematic improvement O(ε) is
possible in a two-loop calculation (way more complicated!).
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(a) (b) (c)

occupied

virtual electron

virtual hole

(d)

Figure 10: Kondo problem: (a) Typical resistance versus temperature curve for metals with magnetic impurities. (b)
Flat density of states assumed for host system with bandwidth 2D. (c) Diagrams for virtual electron or virtual hole
excitations. (d) Poor man’s scaling: Flow diagram in the ν0Jz-ν0J⊥-plane.

5.5 Example: Kondo-Effect and poor-man scaling

• In metals with magnetic impurities (local quantum spin-1/2), the resistance does have a minimum in
temperature and then increases again (Fig. 10a).

• Unusual, since well-known mechanisms would lead to further decaying or constant resistance as T → 0:

– electron-electron scattering ρ ∼ T 2

– electron-phonon scattering ρ ∼ T 5

– non-magnetic impurity scattering ρ ∼ const.

• Model for single impurity S at r = 0 with local spin-exchange interaction to non-interacting finite-size V
bath of electrons crσ

H =
∑
k,σ

(εk − µ)︸ ︷︷ ︸
ξk

c†kσckσ + 2Jsr=0 · S = H0 +Hint

We use crσ =
∑

k e
ik·rckσ and find for the spin operator of the itinerant electrons at r = 0:

sαr=0 = 1
2c
†
r=0στ

α
σ,σ′cr=0σ′ = 1

2
∑
k,k′

c†kστ
α
σ,σ′ck′σ′ (146)

• Expand Pauli matrices, generalize to anisotropic Kondo model with S± = Sx + iSy.
Assume flat density of states (per spin, with units [1/energy]), ν(E) ≡

∑
k δ (E − ξk) ≡ ν0 (Fig. 10b):

H =
∑
k,σ

ξkc
†
kσckσ + Jz

∑
k,k′

(
c†k↑ck′↑ − c

†
k↓ck′↓

)
Sz + J⊥

∑
k,k′

(
c†k↑ck′↓S

− + c†k↓ck′↑S
+
)

(147)

• Perturbation theory for resistivity ρ in J [Kondo,1964]:

ρ = ρ0
(
1− 4Jν0 ln (T/D) +O(J3)

)
(148)

– explains increase of ρ(T ) as T → 0
– identifies a temperature at which perturbation theory breaks down (second term O(1)): TK ∼
D exp

(
− 1

#ν0J

)
– Wilson solved the problem using numerical RG (NRG): Below the crossover temperature TK ,

the impurity S forms a singlet with the c-electrons. This bound state is decoupled from remaining
c-electrons but leads to enhanced scattering.
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Anderson’s “Poor-man’s” scaling

• Goal: Derive TK using RG based on Hamiltonian and a “run-away-flow”.

• Plan for RG:
Ground state of H0 is filled Fermi sea up to E = 0. States

∣∣∣ψ−/+〉 with at least one hole/electron in the
lower/upper band-edge D/b < |ξk| < D are highly excited with energy ≥ D/b.
Integrate out these high-energy states (take them into account as virtual states in perturbation theory),
see how Jz,⊥ flows.

• Formal setup of perturbation theory: Divide Hilbert-space into
∣∣∣ψ−/+〉-like states and the rest |ψ0〉,

H |ψ〉 =

 H−− H−0 ' 0
H0− H00 H0+
' 0 H+0 H++


 |ψ−〉|ψ0〉
|ψ+〉

 , (149)

As H0 does not change between the sectors, the off-diagonal terms are ∼ J .

• We write Schrödinger equation for |ψ0〉-states:

(H00 +H0+
1

E −H++
H+0︸ ︷︷ ︸

virtual electron

+H0−
1

E −H−−
H−0︸ ︷︷ ︸

virtual hole

) |ψ0〉 = E |ψ0〉 (150)

• Because H0+ ∼ J , we can neglect J that appear in H00,−−,++ in the denominators and approximate
them with 1/(E −H0) with H0 the non-interacting Hamiltonian.

• Preparation: From [E −H0, cqσ] = ξqcqσ we find

cqσ
1

E −H0
= 1
E −H0 − ξq

cqσ, c†qσ
1

E −H0
= 1
E −H0 + ξq

c†qσ (151)

• SzSz = 1/4 processes: Focus on the virtual electron term with H+0 involving c†q+σcq0σ with q+ at energy
of the upper band edge and arbitrary q0.

H0+
1

E −H0
H+0 |ψ0〉 = J2

z (Sz)2 ∑
k0,k+,q0,q+

(
c†k0↑ck+↑ − c

†
k0↓ck+↓

) 1
E −H0

(
c†q+↑cq0↑ − c

†
q+↓cq0↓

)
|ψ0〉

= J2
z (Sz)2 ∑

k0,k+,q0,q+

1
E −H0 −D + ξk0

(
c†k0↑ck+↑ − c

†
k0↓ck+↓

) (
c†q+↑cq0↑ − c

†
q+↓cq0↓

)
|ψ0〉

• Strategy: Use ck+σ |ψ0〉 = 0 since |ψ0〉 does not contain any excited electrons in the upper band-edge.
Find (

c†k0↑ck+↑ − c
†
k0↓ck+↓

) (
c†q+↑cq0↑ − c

†
q+↓cq0↓

)
|ψ0〉

=(c†k0↑ck+↑c
†
q+↑︸ ︷︷ ︸

→δk+,q+

cq0↑ + c†k0↓ck+↓c
†
q+↓︸ ︷︷ ︸

→δk+,q+

cq0↓) |ψ0〉

and use
∑

k+ =
´ D
D/b ν0dE = ν0D (1− 1/b).

H0+
1

E −H0
H+0 |ψ0〉 = J2

z

4 ν0D (1− 1/b)
∑

k0,q0

1
E −H0 −D + ξk0

(
c†k0↑cq0↑ + c†k0↓cq0↓

)
|ψ0〉

= J2
z

4 ν0D (1− 1/b)
∑

k0,q0

(∑
σ

c†k0σ
cq0σ

)
1

E −H0 −D + ξq0
|ψ0〉
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The corresponding process for the virtual hole cq−↓ excitations follows as

H0−
1

E −H0
H−0 |ψ0〉 = J2

z (Sz)2 ∑
k0,k+,q0,q+

(
c†k−↑ck0↑ − c

†
k−↓ck0↓

) 1
E −H0

(
c†q0↑cq−↑ − c

†
q0↓cq−↓

)
|ψ0〉

= J2
z

4 ν0D (1− 1/b)
∑

k0,q0

1
E −H0 −D − ξk0

(
ck0↑c

†
q0↑ + ck0↓c

†
q0↓

)
|ψ0〉

= J2
z

4 ν0D (1− 1/b)
∑

k0,q0

(∑
σ

ck0σc
†
q0σ

)
1

E −H0 −D − ξq0
|ψ0〉

• We are interested in energies close to the ground-state energy E0 of H0. → Approximate all denominators
by 1/(−D).

• Result: Virtual SzSz-processes give rise to non-magnetic scattering terms that do not depend on the spin
of the scattered electrons. This is what an ordinary impurity potential would do. → Neglect these terms,
since also absent in initial Hamiltonian.

• S−S+ = 1/2− Sz and S+S− = 1/2 + Sz processes: Create virtual electron c†q+σ

H0+
1

E −H0
H+0 |ψ0〉 '

1
−D

J2
⊥

∑
k,q+,q′

(
c†k↑cq+↓S

− + c†k↓cq+↑S
+
) (
c†q+↑cq′↓S

− + c†q+↓cq′↑S
+
)
|ψ0〉

= 1
−D

J2
⊥ν0D (1− 1/b)

∑
k,q′

c†k↑cq′↑S−S+︸ ︷︷ ︸
1/2−Sz

+ c†k↓cq′↓S
+S−︸ ︷︷ ︸

1/2+Sz

 |ψ0〉

= 1
D
J2
⊥ν0D (1− 1/b)Sz

∑
k,q′

(
c†k↑cq′↑ − c

†
k↓cq′↓

)
|ψ0〉+ (pot. scatt.− from 1/2− terms)

and we do the same for the virtual hole cq−↓:

H0−
1

E −H0
H−0 |ψ0〉 '

1
−D

J2
⊥
∑

k,q−,q

(
c†q−↑ck↓S

− + c†q−↓ck↑S
+
) (
c†q↑cq−↓S

− + c†q↓cq−↑S
+
)
|ψ0〉

= 1
−D

J2
⊥ν0D (1− 1/b)

∑
k,q

(
ck↓c

†
q↓S

−S+ + ck↑c
†
q↑S

+S−
)
|ψ0〉

= 1
D
J2
⊥ν0D (1− 1/b)Sz

∑
k,q

(
ck↓c

†
q↓ − ck↑c

†
q↑

)
|ψ0〉+ (pot. scatt.)

(
move c† to front

)
= 1

D
J2
⊥ν0D (1− 1/b)Sz

∑
k,q

(
c†q↑ck↑ − c

†
q↓ck↓

)
|ψ0〉+ (pot. scatt.)

which is the same as in the virtual electron term.

• In summary: We read off for the effective Sz-term:

Jz(b) = Jz + 2ν0J
2
⊥ (1− 1/b) (152)

• Remaining processes (SzS+ = S+/2, ...) analogously lead to:

J⊥(b) = J⊥ + 2ν0J⊥Jz (1− 1/b) (153)

• No need for re-scaling, as the Hamiltonian stays in its initial form.
We can interpret Jz,⊥(b) as the result of iterative application of perturbation theory, integrating out bath
electrons with |ξk| ∈ [D/b,D].

• The dimensionless quantity which should be small for the equations above to be trusted is Jz,⊥ν0.
Use infinitesimal b (via b = el) to write flow:

∂l (Jzν0) = 2 (J⊥ν0)2 , ∂l (J⊥ν0) = 2 (J⊥ν0) (Jzν0) (154)
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Interpretation of flow and Kondo scale

• The flow diagram is shown in Fig. 10(d). There is a line of fixed points at J⊥ = 0.

• Observations: (Jzν0)2 − (J⊥ν0)2 = const. Follows from ∂l(...) = 0.

• Jzν0 never decreases, since ∂l (Jzν0) ≥ 0. Have a line of stable fixed points (Jzν0, 0) for Jz ≤ 0 with basin
of attraction |J⊥| ≤ |Jz| (grey).
In particular, the isotropic ferromagnetic Kondo model Jz = J⊥ ≡ J < 0 is asymptotically free (flows to
J = 0).

• All other initial conditions with J⊥ 6= 0 flow to strong coupling and the flow equations break down
(“runaway flow”).
At which energy scale does that happen?

• Specialize to J⊥ = Jz ≡ J with 0 < ν0J � 1. Find the Kondo scale Dl ≡ TK where strong coupling is
reached.
Integrate the flow

d (ν0J)
(ν0J)2 = 2dl → 1

Jlν0
− 1
Jν0

= 2l = 2 ln
(
D

Dl

)
(155)

The flow has to terminate at Dl ≡ TK when the dimensionless running coupling constant Jlν0 becomes
O(1).

1
Jlν0︸ ︷︷ ︸
O(1)

− 1
Jν0︸︷︷︸
�1

= 2 ln
(
D

TK

)
(156)

We neglect the left term and are left with 1
Jν0
' 2 ln

(
D
TK

)
or

TK ' D exp
(
− 1

2Jν0

)
(157)

• Note: This result does not depend on the exact value O(1) where we stopped the flow.

5.6 Example: Fermi-Liquid theory – RG with a Fermi surface

[Polchinski, arxiv hep-the/9210046 (1999)] and [Shankar, Rev. Mod. Phys. 66, 129 (1994)]

• Question: Real metals have (strong) Coulomb interactions.
Why is the model of non-interacting electrons still working so well?

• Answer by Lev Landau (1956): Landau’s Fermi liquid theory.
Main idea: Most important excitations of metals (with dispersion εk) are particle-hole pairs close to the
Fermi surface εk = µ, see Fig. 11(a).

• At low enough energies, these excitations behave like non-interacting particles/holes. They carry charge
±e and spin S = 1/2 and can be described as free Fermi gas.
Some parameters differ from bare electrons, i.e. effective mass m? ? m0.

• Here: RG perspective.

Model

• Modeling:
H0 =

∑
k,σ

(εk − µ) c†kσckσ (158)

assume εk = k2/(2m) and kF the radius of Fermi surface defined by εk
!= µ in D = 2, 3.

Remark: Parabolic dispersion could approximate band-bottom of nearest-neighbor hopping on hyper-
cubic lattice, εk = −t

∑D
µ=1 cos kµ ' −Dt+ t

2k
2.
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Fermi sea and Fermi surface

!

(b) Scaling towards Fermi surface(a)

Zero initial momentum

(before application of    function)
(c) Wavevectors at scattering

Figure 11: Landau’s Fermi liquid theory: (a) Definition of Fermi sea (grey) and Fermi surface (red). (b) Scaling towards
Fermi surface.

• Consider excitation from k with k ' kF to wave-vector k + q with q � kF :

εk+q − εk = (k + q)2

2m − k2

2m = k
m
· q +O(q2) ' vF · q (159)

where vF = ∂kεk|k=lF is the Fermi velocity (linear approximation).

• RG: Want to integrate out high-energy excitations successively and take into account their effect on low
energy degrees of freedom.

• Problem: Low energy modes don’t live at k = 0, but at the Fermi surface k = kF → need to scale towards
kF , see Fig. 11(b).

Gaussian action

• Gaussian imaginary time action with Ω ≡ (θ, φ) the angular coordinate.

S0 =
ˆ
dτ

ˆ
dΩ
ˆ +Λ

−Λ

dq

2π ψ̄ (τ, q,Ω) [∂τ + vF q]ψ (τ, q,Ω) (160)

This is a collection of independent one-dimensional theories parameterized by Ω = (θ, φ).
If the curvature for the Fermi surface is taken into account, the theories are coupled → irrelevant pertur-
bation.

• RG: Integration over ψ> with q ∈ ±(Λ/b,Λ) decouples from integration over ψ<, thus only need to
consider re-scaling step. Want to keep vF fixed, we find

Ω→ Ω
q → q′ = qb

τ → τ ′ = τ/b

ψ → ψ′ = b−1/2ψ

which indeed reproduces S0:

S0 =
ˆ
dτ

ˆ
dΩ
ˆ +Λ/b

−Λ/b

dq

2π ψ̄ (τ, q,Ω) [∂τ + vF q]ψ (τ, q,Ω)

→ b

ˆ
dτ ′
ˆ
dΩ
ˆ +Λ

−Λ
b−1dq

′

2π b
1/2ψ̄′ (τ, q,Ω) b−1 [∂τ + vF q] b1/2ψ′ (τ, q,Ω)

= S0
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• Strategy: Write down perturbations to S0 and decide if they are relevant, marginal, or irrelevant.

• Example: Deformations of Fermi surface m(Ω)ψ̄ψ:
ˆ
dτ

ˆ
dΩ
ˆ +Λ

−Λ

dq

2πmψ̄ψ →
ˆ
dτ ′
ˆ
dΩ
ˆ +Λ

−Λ

dq′

2π mb︸︷︷︸
m′=bym

ψ̄′ψ′ (161)

and we read off ym = 1, so m(Ω) is relevant.
Can absorb m(Ω) in definition of dispersion εk, need to expand around correct Fermi surface, shape can
change under RG.

Interactions - naive approach

• Interaction U couples different Ω. Need to preserve 3d momentum,

ki = (kF + qi)Ωi (162)

with Ωi =
(

cosφi sin θi, sinφi sin θi cos θi
)T

:

Sint =
ˆ
dτ

4∏
i=1

ˆ
dΩi

ˆ +Λ

−Λ

dqi
2π ψ̄1ψ̄2ψ3ψ4U (1, 2, 3, 4) δD (k1 + k2 − k3 − k4) (163)

• Rescaling for δ-function: The qi scale to zero, but the kF stay fixed. Thus

δD (k1 + k2 − k3 − k4) ' 1
kF
δD (Ω1 + Ω2 −Ω3 −Ω4) (164)

and the δ-function does not change under rescaling.

• Rescaling of interaction U :

Sint =
ˆ
dτ ′

4∏
i=1

ˆ
dΩi

ˆ +Λ

−Λ

dq′i
2π ψ̄1ψ̄2ψ3ψ4b

1−4+4×(1/2)U (1, 2, 3, 4) 1
kF
δ (Ω1 + Ω2 −Ω3 −Ω4) (165)

so that U ′ = b−1U which means
yU = −1 (166)

• Surprising result: Electron-electron interactions are irrelevant.
Strong argument for why Fermi-Liquid theory works.
Electron interaction becomes weaker and weaker as energy is lowered and nearly free electron gas is good
description of conductor.

Interactions revisited

• Q: Superconductivity is interaction driven phenomenon.
How can we ever get superconductivity if interactions become weaker and weaker at low energy?
What is wrong with our argument?

• Parameterize scattering process k1,2 → k3,4 with

k3 = k1 + kF δΩ + δq
k4 = k2 + kF δΩ̃ + δq̃

so that
δD (k1 + k2 − k3 − k4) = δD

(
kF δΩ + δq + kF δΩ̃ + δq̃

)
(167)
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• For generic momenta k1,2,3,4, the large momenta kF δΩ and kF δΩ̃ are linearly independent vectors in
D-dimensional space. The above argument is valid.

• Consider special case where directions Ω1,2 of scattering electrons are opposite, Ω1
!= −Ω2.

For a parity-symmetric Fermi surface (with εk = −εk): Large variational momenta kF δΩ and kF δΩ̃ come
from the same tangential planes and there remains an explicit δ-function constraint on the q-direction:

δD (k1 + k2 − k3 − k4) = δD−1
(
kF δΩ + kF δΩ̃

)
δ (δq + δq̃) (168)

• Now, we get and additional factor b upon rescaling

δ (δq + δq̃) = δ

(
δq′ + δq̃′

b

)
= bδ

(
δq′ + δq̃′

)
(169)

which yields yU = 0.

• Conclusion: Interactions corresponding to vanishing incoming (and outgoing) momenta

U (Ω1,−Ω1,Ω3,−Ω3) ≡ V (Ω1,Ω3) rot. invariant= V (Ω1 ·Ω3) (170)

are marginal under re-scaling!

• Comment:

– Interactions are always irrelevant, but for special kinematics can offset this.
– Many Feynman diagrams are irrelevant, unless certain momentum restrictions apply, see Fig. 12(a).
– In D=1, kF δΩ = 0, so all interaction is always marginal.

• One-loop correction of the marginal interaction in Fig. 12(b) to understand fate of interaction. Expand
V (Ω1 ·Ω3) to angular momentum channels L. Then find the flow [Shankar, Rev. Mod. Phys. 66, 129
(1994)]:

∂lVL = − 1
4πV

2
L (171)

so that:

– Repulsive VL > 0 are marginally irrelevant, ∂l|VL| = − 1
4π |VL|

2. Example: Screened Coulomb
interactions.

– Attractive VL < 0 are marginally relevant, ∂l|VL| = + 1
4π |VL|

2. Example: Can generate effectively
attractive interaction from phonons.

• Attractive interaction leads to superconductivity: Solve flow

VL(l) = VL(0)
1 + lVL(0)/(4π) (172)

diverges at l? = 4π/VL(0) or
Λ? = Λe−l? = e−4π/|VL(0)|=̂TBCSc (173)

Comment: Similar in spirit to Kondo temperature TK which we derived from run-away flow of marginal
coupling. But here: Phase transition with broken U(1) symmetry.

• Repulsive interaction: It the Fermi liquid stable? Not in general, irrelevant couplings can generate some
VL < 0 which then run away.

• Consistent with Kohn-Luttinger Theorem: Every Fermi liquid with εk = ε−k is unstable towards super-
conductivity at sufficiently small temperatures.

42



(a) (b)

Figure 12: (a) The loop corrections ii),iii) to scattering i) from p to p′ are generally invariant unless p = p′ when they
become marginal. (b) One-loop renormalization of marginal interaction.

5.7 Exercises

5.7.1 Real-space RG for disordered Heisenberg chain

This exercise applies the real-space RG to a disordered spin-1/2 Heisenberg chain with antiferromagnetic
couplings Ji > 0 chosen randomly from a (normalized) probability distribution P (J) for each site i:

H =
∑
i

JiSi · Si+1. (174)

1) Decimation scheme: Assume strong disorder, meaning a wide distribution P (J). Assume Jn ≡ Ω to be the
largest coupling in the whole chain, with the neighboring couplings likely satisfying Jn±1 � Ω. Diagonalize
the isolated strongest-bond subsystem Hn = JnSn · Sn+1, assume it to be in its ground-state (singlet) and
compute the resulting effective coupling between the two neighboring spins, in lowest non-trivial (second)
order perturbation theory. You should find again a Heisenberg term, Jeffn−1,n+2Sn−1 · Sn+2, with

Jeffn−1,n+2 = Jn−1Jn+1
2Ω (175)

which is much smaller than Jn±1. After the decimation step, we have retained again a Heisenberg chain where
the largest bond is now what used to be the second-largest in the initial chain. Assuming that this scheme
could be continued, draw a schematic of the ground state spin configuration of the physical chain where singlet
bonds are indicated by a line. It is called a random-singlet state.
2) Iteration: Instead of the RG flow of a few coupling constants, we are now seeking to describe the flow of the
full distribution PΩ(J). To facilitate the math, introduce

ζi ≡ ln (Ω/Ji) ∈ [0,∞), (176)

neglect the factor 2 in Eq. (175) and define the RG flow parameter to be

Γ ≡ ln (Ω0/Ω) (177)

where Ω is the largest bond at the respective RG step and Ω0 is the largest bond of the initial chain. By
eliminating the strongest bonds Jm within Ω− dΩ < Jm < Ω, show that the flow equation for PΓ(ζ) takes the
form

∂PΓ(ζ)
∂Γ = ∂PΓ(ζ)

∂ζ
+ PΓ (0)

ˆ
dζl

ˆ
dζrPΓ (ζl)PΓ (ζr) δ (ζ − ζl − ζr) (178)

which conserves the total probability.
3) Solve the flow equation (178) by rewriting it for the distribution function Q(x) of the quantity x ≡ ζ/Γ.
You should find

0 = (x+ 1) ∂Q(x)
∂x

+Q(x) +Q (0)
ˆ
dxl

ˆ
dxrQ(xl)Q(xr)δ (x− xl − xr) (179)
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Solve this equation for Q(x) by guessing the simple function that retains its form under convolution, the
exponential, Q(x) = e−x. Show that it corresponds to

PΩ(J) = 1
Γ(Ω)Ω

(Ω
J

)1−1/Γ(Ω)
. (180)

Define the typical J at RG-time Γ as the J that corresponds to the mean of ζ. Show that Jtyp = Ω2/Ω0
and argue why our initial strong disorder assumption is better and better fulfilled as we iterate the flow. It
turns out that our solution (180) represents a stable fixed point which is globally attractive and thus universal,
i.e. all initial distributions approach it as Γ grows. It is called infinite-randomness fixed point.
4) Physical properties: Show that the density of surviving spins (not locked up in a singlet) as a function of
energy scale Ω (or Γ, respectively) is

n = n0/Γ2 (181)

where n0 is the initial spin density. From this, argue that:

• The excitation energy of singlets of length L is JL ∼ e−
√
L. (This “infinite-randomness” scaling is in

strong contrast to the usual quantum-critical scaling E ∼ L−z.)

• The magnetic susceptibility as a function of temperature T is χ(T ) ∼ n0
T ln2(Ω0/T ) . You will have to use

the susceptibility of a free spin, χ ∼ 1/T .

5.7.2 Irrelevant couplings

This exercise will discuss the effect of irrelevant couplings on physical observables.

1. Consider the RG flow equations for one relevant and one irrelevant coupling,

∂lu = yuu+A(u, v)
∂lv = yvv +B(u, v)

where yu = 1 > 0 and yv = −1 < 0 and argue that for small |u|, |v|, the functions A,B have the following
expansions:

A(u, v) = a1u
2 + a2uv + a3v

2 + ...

B(u, v) = b1u
2 + b2uv + b3v

2 + ...

In the u − v plane, plot the flow (ul, vl) parameterized by l ∈ [0, 2] starting from the points (0.2, 0) and
(0.2, 0.3). Use A(u, v) = −uv and B(u, v) = −u2 and a computer (e.g. Mathematica’s NDSolve) to
solve this task. Show numerically that for large enough l, the flow for the initial couplings (0.2, 0.3) can
be reproduced by the flow starting from an initial point (ũ0, 0) and give the approximate value of ũ0.
This means the effect of a non-zero irrelevant coupling can be absorbed into a redefinition of the initial
relevant coupling and we don’t need to consider the irrelevant couplings in a scaling equation like Eq. (8).

2. The conclusion above does not hold if the scaling functions exhibit a singular dependence on an irrelevant
coupling v so that it cannot be set to zero. This is called a dangerously irrelevant coupling. A famous
example where this happens is the ϕ4-theory for D > 4, see Eq. (42). As a preparation, consider the
Gaussian action without interaction term:

SΛ0 [ϕ] = −h0ϕ(k = 0) + 1
2

ˆ Λ0

k

[
r0 + c0k

2
]
ϕ(−k)ϕ(k) (182)

(a) Integrate out the fields for Λ0/b < k < Λ0 (which just adds a field independent term that we don’t
consider) and re-scale momenta and fields keeping c0 fixed to derive the RG relations r′ = bytr0 and
h′ = byhh0 with yt = 2 and yh = 1 +D/2.
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(b) Add an interaction term

SintΛ0 [ϕ] = u0
4!

ˆ Λ0

k1,2,3,4

(2π)Dδ (k1 + ...+ k4)ϕ(k1)ϕ(k2)ϕ(k3)ϕ(k4) (183)

disregard the terms generated by momentum shell integration (they will be considered in Sec. 5.4)
and do the above rescaling step, you should find yu = 4 − D so that the interaction u becomes
irrelevant for D > 4. [Careful: in the toy model of part (1.) above, the irrelevant coupling was
called v.] In the following, consider the case D > 4.

(c) Using the standard scaling ansatz for the free energy fsing(t, h) without irrelevant fields, determine
the critical exponent β.

(d) As β in (c) does not agree with the result of the Gaussian approximation, β = 1/2 (derived without
RG) we need to modify the scaling ansatz including the irrelevant coupling u. Argue that the
magnetization has the scaling form

m (t, h, u) = byh−Dm (bytt, byhh, byuu) , (184)

set h = 0 and derive the scaling relation

m (t, 0, u) = |t|−(yh−D)/ytm
(
±1, 0, |t|−yu/yt u

)
. (185)

According to Landau theory, a finite u is needed to get a spontaneous magnetization at h = 0 and
we cannot set the last argument to zero. Show that Landau theory predicts m(−1, 0, ū) ∝ ū−1/2

and use this to derive β = 1/2.

5.7.3 Fixed points

Consider a system with three coupling constants (r, g1 ≥ 0 and g2), which obey the following set of RG flow
equations

∂lr = 2r − 24r(g1 + g2) (186)
∂lg1 = (4−D)g1 − 8(n+ 8)g2

1 − 48g1g2 (187)
∂lg2 = (4−D)g2 − 72g2

2 − 96g1g2 (188)

where n ∈ N is some parameter and D is the spatial dimension of the system.

1. Determine the set of RG fixed points (hint: there are four of them). Consider the trivial fixed point
r = g1 = g2 = 0. Below which dimension D do the couplings g1 and g2 become relevant perturbations to
the trivial fixed point?

2. Set ε = 4 − D > 0 to be small (ε � 1), linearise the RG flow equations around each fixed point and
determine the corresponding RG eigenvalues, left eigenvectors and the scaling variables. Which of the
fixed points have only one relevant perturbation (=critical fixed points)? These can control the critical
properties of a continuous phase transition. Discuss the cases n > 4 and n < 4 separately.

3. Set r = 0 and sketch the flow diagrams in the (g1 ≥ 0, g2) half-plane for the n > 4 and n < 4 case. For
concreteness, take n = 5 and n = 3, respectively.

4. Consider the n > 4 case and determine the correlation length exponent ν up to order O(ε) at the critical
fixed point.
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5.7.4 One-loop flow equations for the O(N)-symmetric ϕ4-theory

Consider the generalized ϕ4-theory for an N -component vector field, ϕ(k) = (ϕ1(k), ϕ2(k), ..., ϕN (k)) for
k ∈ RD with the action

S [ϕ] = 1
2

ˆ Λ0

k
[r0 + c0k

2]
N∑
i=1
|ϕi(k)|2 + u0

4!

ˆ
r

N∑
i,j=1

ϕ2
i (r)ϕ2

j (r). (189)

1. Show that the action is invariant under O(N) rotations, ϕi →
∑N
j=1Mijϕj where M is an orthogonal

N ×N matrix.

2. Fourier transform the interaction term to momentum space and perform the RG step in analogy to the
N = 1 case of the lecture. Show that the flow equations for the dimensionless couplings r̄, ū take the
form

∂lr̄ = 2r̄ + (N + 2) ū
6 (1 + r̄) , ∂lū = (4−D)︸ ︷︷ ︸

ε

ū− (N + 8) ū2

6 (1 + r̄)2 (190)

Hint: Coming from the N = 1 case, when generalizing to N > 1, you only need to worry about combi-
natorial factors. They can be tracked by using Feynman diagrams with a vertex j > −− < i which carry
indices of the fields. Internal loops representing integrals over larger fields with flavor indices that are not
fixed by outer (smaller) fields lead to a factor of N .

3. Repeat the epsilon-expansion analysis for the non-trivial fixed point appearing for D < 4 and find the
critical exponents to first order in ε. Set D = 3 and N = 3 find an approximation for ν of the three-
dimensional Heisenberg universality class governing magnetic phase transitions in classical spin systems.
The exact value is ν = 0.71.

5.7.5 Kondo impurity in gapless fermionic system

The Kondo impurity described by the Hamiltonian in Eq. (147) can be studied in the case where the density
of states (DOS) as a function of energy is not just a constant (ν0) as in the lecture but given by a power law,

ν(E) ≡
∑
k
δ (E − ξk) !=

{
C |E|r : |E| ≤ D
0 : |E| > D

(191)

with r ≥ 0.
What r corresponds to the case of two-dimensional graphene with ξk = ±~v|k|? Here, ± correspond to
conduction and valence band of a single spin-polarized Dirac node.
For the isotropic case J⊥ = Jz = J , generalize the poor man’s scaling approach from the lecture to find the flow
equation for Jl . Combine this with νl ≡ ν(De−l) to obtain the flow equation for the dimensionless parameter
Jlνl. Draw the RG flow diagram for J > 0 and discuss the changes to the r = 0 case discussed in the lecture.

5.7.6 RG approach for the Sine-Gordon model

The Sine-Gordon-Model is a well-known model of mathematical physics with applications from high-energy
physics, non-linear physics to condensed matter physics (Josephson junction arrays, disordered quantum wires
with electron interactions, ...). We here perform the RG analysis for the Sine-Gordon action:

S[φ] =
ˆ L

0
dx

ˆ β

0
dτ

( −1
2πKuφ∇

2φ+ 2g
(2πξ)2 cos(

√
8φ)

)
, (192)

where φ(x, τ) is a real dimensionless bosonic field; ∇2 = u2∂2
x+∂2

τ with u being a velocity; ξ is the UV scale in the
real space; K > 0 is a dimensionless parameter which reflects compressibility of the underlying quantum liquid
and g ≥ 0 is the interaction. We will study an infinite sample at zero temperature: L→∞; β = 1/T →∞.
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1. Re-scale x such that we get an isotropic derivative, ∇2 = ∂2
x + ∂2

τ . Rewrite the action Eq. (192) in
Fourier-space. Impose a sharp UV-cutoff Λ on the (1+1)-momentum k.

2. In order to renormalize g, split the field φ into a “smaller” part φ< with |k| ≤ Λ(l) ≡ Λe−l and the
remaining “larger” part φ>. Expand the mixing term to order O(g), integrate out the fast modes, and
do the re-scaling step. You should obtain the flow equation

∂lg(l) = 2g(l) [1−K(l)] . (193)

Hint: You should use the identity cos y = (e+iy + e−iy)/2 and the complex Gaussian integral
ˆ

ΠN
i=1d [Reφi] d [Imφi] exp

[
−φ?i [A]ij φj + b?iφi + φ?i ci

]
= πN

detA
exp

[
b?i

[
A−1

]
ij
cj

]
. (194)

3. Renormalization of K is given by terms of order O(g2) which you don’t have to compute. You can use

∂l[K−1] = g2K(l)C, (195)

where C > 0 is a constant. Sketch and analyze the RG flow diagram in the K > 0,g ≥ 0 plane. Where
are the stable and unstable fixed points (fixed lines)? For g > 0, what is the condition for the initial
parameters (g,K) to avoid a run-away flow? Hint: Find an invariant of the flow equation.
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6 Functional RG

Goals:

• implement RG idea in a formally exact way, on the level of imaginary time correlation functions

• functional RG (fRG) keeps track of momentum- and frequency-dependence

• get quantitative results beyond critical exponents and ”∼” sign, but requires (super-)computers

6.1 Functional methods

Partition function and conventions

• Assume partition function Z can be written as unconstrained functional integral.

Z =
ˆ
D [Φ] exp[−(S0 [Φ] + S1 [Φ])︸ ︷︷ ︸]

S[Φ]

(196)

• Treat classical and quantum systems, fermionic and bosonic particles in one formalism: Superfield Φ =
(Φα1 ,Φα2 , ...) with (anti-)commutation properties encoded by Φα1Φα2 = ζΦα2Φα1 .

• Gaussian part in (anti-)symmetrized notation:

S0 [Φ] = −1
2

ˆ
α

ˆ
α′

Φα

[
G−1

0

]
αα′

Φα′ ≡ −
1
2
(
Φ,G−1

0 Φ
)

(197)

Product is defined as (Φ,Ψ) ≡
´
α ΦαΨα. Statistics is encoded in ζ = ±1 for bosons/fermions. We assume

properly (anti-)symmetrized G0, i.e. in each sector

ζG0 = GT
0 (198)

• Examples: (recall 1
βV

∑
ω,k →

´
dω
2π
´

dk
(2π)D ≡

´
ω

´
k)

1. Classical ϕ4-theory: {Φα} → {ϕk}, ζ = 1,
´
α →

´
k,

S0 [ϕ] = 1
2

ˆ
k

[
r0 + c0k

2
]
ϕ−kϕ+k (199)

leads to [
G−1

0

]
kk′

= −(2π)DδD
(
k + k′

) [
r0 + c0k

2
]

(200)

2. Spinless fermions: Need two types of fields, {Φα} →
{
ψiω,k, ψ̄iω,k

}
, ζ = −1, abbreviate K ≡ (iω,k),´

ω

´
k ≡
´
K .

Now α = (ψ,K) or (ψ̄,K).
Recall that Fourier-transform of (independent!) Grassmann fields ψ̄ and ψ are oppositely defined:
ψ(kω) =

´ β
0 dτ

´
drψ(rτ)e−ikr+iωτ , ψ̄(kω) =

´ β
0 dτ

´
dr ψ̄(rτ)e+ikr−iωτ .

S0
[
ψ̄, ψ

]
= −

ˆ
K
ψ̄KG

−1
0 (K)︸ ︷︷ ︸
iω−ξk

ψK

= −1
2

ˆ
K

(
ψK , ψ̄K

)( 0 ζG−1
0 (K)

G−1
0 (K) 0

)(
ψK
ψ̄K

)

= −1
2

ˆ
K,K′

(
ψK , ψ̄K

)
(2π)D+1 δ

(
ω − ω′

)
δD
(
k− k′

)( 0 ζG−1
0 (K)

G−1
0 (K) 0

)
︸ ︷︷ ︸

≡[G−1
0 ]

αα′

(
ψK′

ψ̄K′

)
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Green functions and generating functionals

• Disconnected n-point Greens functions: (Mind the index-ordering!)

G(n)
α1...αn =

´
D [Φ] e−S[Φ]Φαn ...Φα1´

D [Φ] e−S[Φ] = 〈Φαn ...Φα1〉 (201)

• Sourcefield trick: Want to write generating functional

G(n)
α1...αn = δnG [J ]

δJαn ...δJα1
|J=0 (202)

This is achieved by introducing sourcefields J :

G [J ] ≡
´
D [Φ] e−S[Φ]+(J,Φ)ˆ
D [Φ] e−S[Φ]︸ ︷︷ ︸

Z

(203)

Remarks:

– G [J = 0] = 1.
– Sources J are of same type as Φ and are mutually (anti-)commuting, (J,Φ) commute with all other

terms in S.
– G

(n)
α1...αn are fully (anti-)symmetric under index exchange.

• The G(n)
α1...αn can be seen as the expansion coefficients of G [J ] (now the index-ordering matches!)

G [J ] =
∞∑
n=0

1
n!

ˆ
α1...αn

G(n)
α1...αnJα1 ...Jαn (204)

• Connected Greens functions do not contain disconnected contributions when Wick theorem is applied to
them.
Define connected generating functional [in G [J ] replace denominator by Z0 and put natural logarithm in
front - Proof: Linked-cluster theorem]

Gc [J ] = ln
( Z
Z0
G [J ]

)
= ln

(´
D [Φ] e−S[Φ]+(J,Φ)´
D [Φ] e−S0[Φ]

)
=
∞∑
n=0

1
n!

ˆ
α1...αn

G(n)
c,α1...αn Jα1 ...Jαn (205)

G(n)
c,α1...αn = δnGc [J ]

δJαn ...δJα1
|J=0

• Example: Relation between connected and disconnected GFs

G(0)
c = ln

( Z
Z0

)
G(1)
c,α1 = G(1)

α1 = 〈Φα1〉

G(2)
c,α1α2 = G(2)

α1α2 −G
(1)
α1G

(1)
α2 = 〈Φα2Φα2〉 − 〈Φα1〉 〈Φα1〉

The first line is equivalent to the interaction correction to the free energy (up to factor T ).

• Graphical representation G
(n)
c,α1...αn : Empty circle with arrow pointing to α1-leg, use abbreviated “line”

notation for 2-point function.
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Figure 13: Graphical representation of the connected Green function (left) and its two-point version also called
the propagator (right).

Gc [J ] for Gaussian theory

• Can find Gc [J ] explicitly for Gaussian theory (S1 = 0):

eG0c[J ] =
´
D [Φ] e−

1
2(Φ,G−1

0 Φ)+(J,Φ)´
D [Φ] e−S0[Φ] (206)

In numerator, shift Φ = Φ′ −GT
0 J ,

−1
2
(
Φ,G−1

0 Φ
)

+ (J,Φ) = −1
2
(
Φ′ −GT

0 J,G−1
0

[
Φ′ −GT

0 J
])

+
(
J,Φ′ −GT

0 J
)

clean up and use
(
GT

0 Ψ,Φ
)

= (Ψ,G0Φ) and GT
0 = ζG0. The term ∝ Φ′2 cancels with denominator.

Comparing the exponents:

G0c [J ] = −1
2
(
J,GT

0 J
)

= −1
2

ˆ
α

ˆ
α′

[G0]αα′ Jα′Jα (207)

so that

G
(2)
0c,α′α = 〈ΦαΦα′〉0 = δ2G0c [J ]

δJαδJα′
|J=0

(207)= − [G0]αα′ (208)

• Definition: Differential operator to generate matrix in superfield space[
δ

δJ
⊗ δ

δJ

]
αα′
≡ δ2

δJαδJα′
(209)

so that from above
G0 = −

(
δ

δJ
⊗ δ

δJ

)
G0c [J ] |J=0 (210)

Propagator and self-energy

• G
(2)
c,αα′ is called the propagator or sometimes simply “Green function” of the theory.

Other names: Dressed or full propagator.

• In analogy with the last equation, but for general (not necessarily Gaussian) theory, define

G ≡ −
(
δ

δJ
⊗ δ

δJ

)
Gc [J ] |J=0 (211)

and we read off (see right part of Fig. 13)

G
(2)
c,αα′ = 〈Φα′Φα〉 = −Gα′α (212)
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...

Figure 14: Graphical representation of the Dyson equation.

• The self-energy defined as difference between Greens function and Gaussian Greens function,

G−1 = G−1
0 −Σ (213)

and it follows Dyson’s equation:

G = G0 + G0ΣG0 + G0ΣG0ΣG0 + ... (214)
= G0 + G0ΣG

With G0 represented by a thin line, we have the graphical representation in Fig. 14.

Alternative representation of Gc [J ] (without
´
D [Φ] ...)

• We use
(Φα)n e(J,Φ) =

(
δ

δJα

)n
e(J,Φ) (215)

to write
e−S1[Φ]+(J,Φ) = e−S1[ δδJ ]+(J,Φ) (216)

• Use this in definition of Gc [J ], Eq. (205), and pull out S1
[
δ
δJ

]
from the integral

eGc[J ] ≡
´
D [Φ] e−S[Φ]+(J,Φ)´
D [Φ] e−S0[Φ] = e−S1[ δδJ ]

´
D [Φ] e−S0[Φ]+(J,Φ)´
D [Φ] e−S0[Φ] = e−S1[ δδJ ]eG0c[J ] (217)

Use Eq. (207) to conclude:

eGc[J ] = e−S1[ δδJ ]− 1
2(J,GT

0 J) (218)

Amputated connected Green function

• Motivation: Later, want to start fRG-flow from GΛ=∞
0 = 0, but from (218) have then

Gc (G0 = 0) = 0 (219)

• Amputate G0 from connected Green functions (difference to Gc [J ]: now the sources read Φ̄ instead of J
and only appear in S1):

Gac
[
Φ̄
]

= ln

´ D [Φ] e−S0[Φ]−S1[Φ+Φ̄]

Z0

 =
∞∑
n=0

1
n!

ˆ
α1...αn

G(n)
ac,α1...αn Φ̄α1 ...Φ̄αn (220)

G(n)
ac,α1...αn =

δnGac
[
Φ̄
]

δΦ̄αn ...δΦ̄α1

|Φ̄=0 (221)
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Figure 15: Tree expansion for the three- and four-point connected Green functions.

• Relation between Gac
[
Φ̄
]
and Gc [J ]: Use shift of variable in Eq. (220), Φ′ = Φ + Φ̄,

Gac
[
Φ̄
]

= Gc
[
−
(
GT

0

)−1
Φ̄
]

+ 1
2
(
Φ̄,G−1

0 Φ̄
)

(222)

Remarks:

– Amputation effect obvious from first term.

– Due to the last term, for a free theory G0c[J ] = −1
2

(
J,GT

0 J
)
we have Gac = 0.

• Alternative representation of Gac
[
Φ̄
]
(similar derivation to the case for Gc

[
Φ̄
]
)

eGac[Φ̄] = e−
1
2( δ

δΦ̄ ,G
T
0
δ
δΦ̄)e−S1[Φ̄] (223)

One-line irreducible vertices Γ(n) and tree expansion

• Motivation: Connected correlation functions can be sub-divided into “essential” blocks connected by
propagators.
Example: Dyson equation (214) for G where essential block Σ was called self-energy.

• Anticipate similar structure for G(n)
c for n > 2.

Define irreducible vertex Γ(m)
α1α2...αm (filled circle) as the part of the diagrams for G(n)

c (n ≥ m) which
cannot be separated by cutting a propagator line G(2)

c .
The irreducible vertex can be understood as the true interaction between particles.
This leads to the tree-expansion. Tree diagrams are diagrams without loops.

• Final goal: Write fRG flow equations on the basis of Γ(n)
α1α2...αn → Γ(n),Λ

α1α2...αn .

• Next goal: Find expression for generating functional Γ
[
Φ̄
]
for Γ(n)

α1α2...αn such that

Γ(n)
α1...αn =

δnΓ
[
Φ̄
]

δΦ̄αn ...δΦ̄α1

|Φ̄=0 ⇔ Γ
[
Φ̄
]

=
∞∑
n=0

1
n!

ˆ
α1...αn

Γ(n)
α1...αn Φ̄α1 ...Φ̄αn (224)
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• Reminder: Legendre-transformation f? of convex function f(x) with f ′′ > 0:

f?(p) ≡ p · h(p)− f (h(p)) (225)
p = f ′(h(p)) (226)

and it follows (f?)′(p) = h(p) = (f ′)−1(p), i.e. the derivatives of f and f? are inverse to each other. To
find f?(p) graphically, draw f(x) and the linear function px, find the point x = h where the tangent to
f has the same slope and call the distance between the curves at that point f?(p).

• Legendre transform in thermodynamics (different sign-convention):
Relate internal energy U which depends on entropy S, volume V , particle number N (extensive variables)

U = U(S, V,N) (227)
dU ≡ TdS − pdV + µdN (228)

to free energy F which depends on temperature T (intensive variable, “slope” of U with respect to S)

F ≡ −TS + U (229)
dF = −TdS − SdT + dU = −SdT − pdV + µdN (230)

Need to replace all S in F by inverting T = dU(S, V,N)/dS.

• Claim: Γ
[
Φ̄
]
is the functional Legendre transform of Gc [J ]:

Γ
[
Φ̄
]

=
(
J [Φ̄], Φ̄

)
− Gc

[
J [Φ̄]

]
︸ ︷︷ ︸

≡L[Φ̄]

− S0
[
Φ̄
]

(231)

Φ̄α ≡ δGc [J ]
δJα

(232)

Remarks:

– Contribution S0
[
Φ̄
]
∼ Φ̄2 in Eq. (231) is a convenience convention that “shifts” only Γ(2)

α1α2 .

– In Eq. (231), replace all sources J by the inverted relation Eq. (232). Note that Φ̄α = 〈Φα〉 |J with
non-vanishing sources.

– From now on, assume there is no spontaneous symmetry breaking, i.e. as J → 0 one has Φ̄α =
〈Φα〉 |J→0 = 0. This can be lifted, using Φ̄ = δΦ̄ + Φ̄0, see [Kopietz].

Three preparations for tree expansion: Relate δ
δΦ̄ ↔

δ
δJ .

1. Express J in terms of Φ̄: We have

δL
[
Φ̄
]

δΦ̄α

=
δ
(
J, Φ̄

)
− δGc [J ]

δΦ̄α

= ζαJα +
(
δJ

δΦ̄α

, Φ̄
)
−
ˆ
α′

δJα′

δΦ̄α

δGc [J ]
δJα′︸ ︷︷ ︸
Φ̄α′

= ζαJα (233)

or

Jα = ζα
δL
[
Φ̄
]

δΦ̄α

(234)
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2. Chain-rule: Applying the chain-rule and using (1.), we get

δ

δΦ̄α

=
ˆ
α′

[
δJα′

δΦ̄α

]
δ

δJα′

(1.)=
ˆ
α′

 δ2L
[
Φ̄
]

δΦ̄αδΦ̄α′
ζα′

 δ

δJα′
(235)

or, in compact notation with Zαα′ = δαα′ζα,

δ

δΦ̄
=
([

δ

δΦ̄
⊗ δ

δΦ̄

]
L
[
Φ̄
])

Z δ

δJ
(236)

3. Use chain rule for δ
δΦ̄ on Φ̄ ≡ δGc[J ]

δJ (Eq. 232):

1 = δ

δΦ̄
Φ̄ (232)= δ

δΦ̄
δGc [J ]
δJ

(2.)=
([

δ

δΦ̄
⊗ δ

δΦ̄

]
L
[
Φ̄
])

Z
([

δ

δJ
⊗ δ

δJ

]
Gc [J ]

)
(237)

or, isolating the J from the Φ̄ terms:

[
δ

δJ
⊗ δ

δJ

]
Gc [J ] = Z

([
δ

δΦ̄
⊗ δ

δΦ̄

]
L
[
Φ̄
])−1

(238)

Tree expansion

• In identity (238) above, expand both sides in powers of Jα and compare coefficients. For the r.h.s. we
first expand in powers of Φ̄α and then use Φ̄ ≡ δGc[J ]

δJ to expand in powers of Jα.

• Self energy Γ(2)
αα′ : Use (

δ

δJα
⊗ δ

δJα′

)
Gc [J ] |J=0 ≡ −Gαα′ = G

(2)
c,α′α (239)

and get (J → 0 yields Φ̄→ 0)

−ZG−1 =
[
δ

δΦ̄
⊗ δ

δΦ̄

]
L
[
Φ̄
]
|Φ̄=0 =

[
δ

δΦ̄
⊗ δ

δΦ̄

] (
Γ
[
Φ̄
]

+ S0
[
Φ̄
])
|Φ̄=0 =

[
δ

δΦ̄
⊗ δ

δΦ̄

]
Γ
[
Φ̄
]
|Φ̄=0−

[
GT

0

]−1

(240)
and further, using the definition of the self-energy Σ = G−1

0 −G−1:[
δ

δΦ̄
⊗ δ

δΦ̄

]
Γ
[
Φ̄
]
|Φ̄=0 = −

[
GT

]−1
+
[
GT

0

]−1
= ΣT (241)

and taking matrix elements
Γ(2)
α1α2 = [Σ]α1α2

(242)

• General case Γ(m) for m > 2: Define

U
[
Φ̄
]
≡
([

δ

δΦ̄
⊗ δ

δΦ̄

]
Γ
[
Φ̄
])T
−
([

δ

δΦ̄
⊗ δ

δΦ̄

]
Γ
[
Φ̄
]
|Φ̄=0

)T
︸ ︷︷ ︸

Σ

=
∞∑
n=1

1
n!

ˆ
α1...αn

[
Γ(n+2)
α1...αn

]
Φ̄α1 ...Φ̄αn (243)

with definition of the matrix in superlabel space
[
Γ(n+2)
α1...αn

]
αα′
≡ Γ(n+2)

αα′α1...αn
representing the effective

interactions for n > 0. Note that U
[
Φ̄ = 0

]
= 0. Use L = Γ + S0 to get

δ

δΦ̄
⊗ δ

δΦ̄
L
[
Φ̄
]

= δ

δΦ̄
⊗ δ

δΦ̄
Γ
[
Φ̄
]
−
[
GT

0

]−1
= UT

[
Φ̄
]

+ ΣT −
[
GT

0

]−1
= UT

[
Φ̄
]
−
[
GT

]−1
(244)
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• In order to connect to Eq. (238), we need to expand the inverse of the above(
δ

δJ
⊗ δ

δJ

)
Gc [J ] = Z

(
δ

δΦ̄
⊗ δ

δΦ̄
L
[
Φ̄
])−1

= Z 1
UT

[
Φ̄
]
− [GT]−1

= −ZGT 1
1−UT

[
Φ̄
]
GT

= −G
∞∑
ν=0

[
UT

[
Φ̄
]
GT

]ν

• Expand left (in J ’s) and right (in Φ̄’s). Use definitions
[
G(n+2)
c,α1...αn

]
αα′
≡ G

(n+2)
c,αα′α1...αn

(for lhs) and[
Γ(n+2)
α1...αn

]
αα′
≡ Γ(n+2)

αα′α1...αn
(for expansion of U

[
Φ̄
]
rhs). Take the transpose of the matrix structure.

∞∑
n=0

1
n!

ˆ
α1

...

ˆ
αn

G(n+2)
c,α1...αnJα1 ...Jαn = −

∞∑
ν=0

∞∑
n1=1

...
∞∑

nν=1

1
n1!...nν !

ˆ
β1

1

...

ˆ
β1
n1

...

ˆ
βν1

...

ˆ
βνnν

(245)

× G
(
Γ(nν+2)
βν1 ...β

ν
nν

)
...G

(
Γ(n1+2)
β1

1 ...β
1
n1

)
︸ ︷︷ ︸

×ν

GZΦ̄β1
1
...Φ̄β1

n1
....Φ̄βν1

...Φ̄βνnν

• For final comparison of J-coefficients, we still need to trade Φ̄ for J :

Φ̄β = δGc [J ]
δJβ

=
∞∑
n=0

1
n!

ˆ
α1

...

ˆ
αn

G
(n+1)
c,βα1...αn

Jα1 ...Jαn (246)

on the rhs and compare terms with the same powers of sources Jα on both sides.

• Symmetrization:

– Assume that G(n)
c,α1...αn (on lhs) and Γ(n)

α1...αn are symmetrized with respect to label exchange. Need
to symmetrize rhs.

– Symmetrization operator S:
Consider function Fα1...αn of n superlabels α1..αn1 |αn1+1...αn1+n2 |αn1+n2+1......αn, grouped into ν
groups, n1 +n2...+nν = n such that Fα1...αn is already properly symmetrized for exchange of labels
inside groups.
We get a fully symmetric function from

Sα1...αn1 ;...;αn−nν+1...αn (Fα1...αn) = 1
n1! · · ·nν !

∑
P∈Sn

sgnξ (P )FαP (1)...αP (n) → n!/(n1!...nν !) distinct terms

(247)
with

Φ̄α1 ...Φ̄αn = sgnξ (P ) Φ̄αP (1) ...Φ̄αP (n) . (248)
Example:
If Fα1α2 is not yet symmetrized, we have ν = 2 blocks with n1,2 = 1 and Sα1;α2 (Fα1α2) = Fα1α2 +
sgnξFα2α1 .
If Fα1α2 is already symmetrized, we have ν = 1 block with n1 = 2 and then Sα1α2 (Fα1α2) = Fα1α2 .

• Full expression for G(n+2)
c,α1...αn including S: Ex. (6.5.2).

Examples

• Case n = 1 (G(3)
c ): Only ν = 1, n1 = 1: Need on rhs Φ̄β1

1
= G

(n+1)
c,β1

1α1
Jα1 + ... and no symmetrization

required

G(3)
c,α1 = −

ˆ
β1

1

G · Γ(3)
β1

1
·G · ZG(2)

c,β1
1α1

= −
ˆ
β1

G · Γ(3)
β1
·G · Z [−Gα1β1 ]

55



or, using Gc → Gc on the left-hand side:

G(3)
c,α2α3α1 =

ˆ
β1

[
G · Γ(3)

β1
·G · Z

]
α2α3

Gα1β1

=
ˆ
β1,2,3

Gα2β2Γ(3)
β2β3β1

Gβ3α3Zα3α3Gα1β1

=
ˆ
β1,2,3

Gα2β2Γ(3)
β2β3β1

Gα3β3Gα1β1

Re-label indices on the lhs and some integration variables:

G(3)
c,α1α2α3 =

ˆ
β1,β2,β3

[G]α1β1
[G]α2β2

[G]α3β3
Γ(3)
β1β2β3

(249)

• Case n = 2 (G(4)
c ), assume that Γ(3) = 0 (i.e. fermionic theory): Take ν = 1, n1 = 2, and Φ̄β1

1
=´

α1
G

(2)
c,β1

1α1
Jα1 , Φ̄β1

2
=
´
α2
G

(2)
c,β1

2α2
Jα2 . Need symmetrization on rhs and drop superscript on β:

G(4)
c,α1α2 = −1

2

ˆ
β1,2

GΓ(4)
β1β2

G · ZSα1;α2

[
G

(2)
c,β1α1

G
(2)
c,β2α2

]
(250)

and we insert the matrix structure

G(4)
c,α3α4α1α2 = −1

2

ˆ
β1,2

[G]α3β3
Γ(4)
β3β4β1β2

[G]α4β4

[
G

(2)
c,β1α1

G
(2)
c,β2α2

+ ζG
(2)
c,β1α2

G
(2)
c,β2α1

]
(251)

We can treat the last term in the bracket by re-labeling β1 ↔ β2 and then changing the order of these
terms in Γ(4) back (factor ζ, ζ2 = 1). We finish with replacing G(2)

c,βα = −Gαβ and some ζ-independent
index shuffles

G(4)
c,α1α2α3α4 = −

ˆ
β1,2,3,4

[G]α1β1
[G]α2β2

[G]α3β3
[G]α4β4

Γ(4)
β1β2β3β4

. (252)

This reproduces the term with the blue circle in Fig. 15. The general case for G(4)
c including the three-

point vertices Γ(3) is treated in Ex. 6.5.2.

6.2 Exact fRG flow equations for generating functionals

Cutoff procedure

• Idea: Modify the Gaussian propagator:

G0 → G0,Λ

S0 [Φ] → S0,Λ [Φ] = −1
2
(
Φ,
[
G0,Λ

]−1 Φ
)

• Requirements:
For vanishing cutoff (Λ = 0), we recover the original theory.
For infinite cutoff, particles do not ’move’ and all generating functional are simply known.

G0,Λ =
{

G0 (Λ→ 0)
0 (Λ→∞)

(253)

• Strategy / workflow:

– Derive exact hierarchy of differential equations for generating functionals GΛ [J ] etc. when Λ is varied
(fRG flow equations).

– Find initial conditions for generating functionals at Λ =∞
– Close or truncate the hierarchy of flow equations and solve them (numerically).
– Extract physical results at Λ = 0
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(a) (b)

Figure 16: (a) Multiplicative cutoff in momentum space. (b) Sketch of a reservoir cutoff which is diagonal in
real space.

Cutoff types and examples

• Multiplicative cutoff: G0,Λ ≡ ΘΛG0 with ΘΛ=0 = 1 and ΘΛ=∞ = 0.

• Additive cutoff (regulator): G−1
0,Λ = G−1

0 −RΛ with |RΛ=0| = 0 and |RΛ=∞| =∞.

• Examples:

– For G0 diagonal in momentum, can chose ΘΛ = θε (|k| − Λ) which is a step function broadened
on a scale ε. As Λ lowers, this switches on smaller and smaller momentum modes iteratively, see
Fig. 16(a).

– For quantum systems, cutoff can switch off small Matsubara frequencies: ΘΛ = θ (|iωn| − Λ). This
works also for G0 that are not momentum diagonal.

– Reservoir cutoff: RΛ = iΛ, G0,Λ = 1
iω−H+isgn(ωn)Λ , couples a virtual reservoir to the system which

is removed as Λ→ 0. See Fig. 16(b).
– If G0 involves several field-types, one can chose different cutoffs for fermions and bosons.
– Non-RG type cutoffs: ΘΛ = e−Λ, effectively switches on interaction strength.

One can also design cutoffs that let the chemical potential or the temperature flow. The benefit is
that each point along the flow corresponds to a physical system.

• Morris-Lemma: If we work with sharp cutoffs, we encounter the ambiguous expression δ (x) f (θ (x)).
This is to be interpreted as:

δ (x) f (θ (x)) = δ (x)
ˆ 1

0
dt f(t) (254)

Proof: We regularize θ (x) and δ (x) by their smooth counterparts ∂xθε (x) = δε (x).

δ (x) f (θ (x)) → lim
ε→0

δε (x)f (θε (x))

= lim
ε→0

[
dθε (x)
dx

]
d

dθε (x)

ˆ θε(x)

0
dt f (t)

= lim
ε→0

d

dx

ˆ θε(x)

0
dt f (t)

= d

dx
lim
ε→0

ˆ θε(x)

0
dt f (t)

= d

dx
θ (x)

ˆ 1

0
dt f (t)

= δ (x)
ˆ 1

0
dt f (t)

Application: δ (x) θ (x) = δ (x) 1
2 which amounts to setting θ (x = 0) = 1/2.
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Flow of GΛ [J ] (disconnected Green functions)

• The cutoff dependence of all generating functionals arises only from G0,Λ.

• Λ-dependence of generating functional for disconnected Green functions G:

GΛ [J ] = 1
ZΛ

ˆ
D [Φ] e−S0,Λ[Φ]−S1[Φ]+(J,Φ)

ZΛ =
ˆ
D [Φ] e−S0,Λ[Φ]−S1[Φ]

We differentiate with respect to Λ:

∂ΛGΛ [J ] = 1
ZΛ

ˆ
D [Φ] 1

2
(
Φ, ∂Λ

[
G0,Λ

]−1 Φ
)

︸ ︷︷ ︸
→
(
δ
δJ
,
[
∂ΛG−1

0,Λ

]
δ
δJ

) e
−S0,Λ[Φ]−S1[Φ]+(J,Φ) −

(
∂ΛZΛ
ZΛ

)
GΛ [J ]

= 1
2

(
δ

δJ
,
[
∂ΛG−1

0,Λ

] δ

δJ

)
GΛ [J ]− (∂ΛlnZΛ)GΛ [J ]

and finally obtain

∂ΛGΛ [J ] = 1
2Tr

{[
∂ΛG−1

0,Λ

] ( δ

δJ
⊗ δ

δJ
GΛ

)T}
− (∂ΛlnZΛ)GΛ [J ] . (255)

Flow of Gc,Λ [J ] (connected Green functions)

• Use definition
GΛ [J ] =

Z0,Λ
ZΛ

eGc,Λ[J ], (256)

take ∂Λ on both sides,
∂ΛGΛ =

Z0,Λ
ZΛ

eGc,Λ[J ]
[
∂ΛGc,Λ + ∂Λln

(Z0,Λ
ZΛ

)]
(257)

• Solve for ∂ΛGc,Λ:

∂ΛGc,Λ = (∂ΛGΛ) ZΛ
Z0,Λ

e−Gc,Λ[J ] − ∂Λln
(Z0,Λ
ZΛ

)
(258)

and re-express all GΛ [J ] in Eq. (255) by Gc,Λ [J ]: After a straightforward calculation, we obtain

∂ΛGc,Λ [J ] = 1
2

(
δGc,Λ
δJ

,
[
∂ΛG−1

0,Λ

] δGc,Λ
δJ

)
+ 1

2Tr
{[
∂ΛG−1

0,Λ

]T ( δ

δJ
⊗ δ

δJ
Gc,Λ

)}
− ∂Λln

(
Z0,Λ

)
(259)

• We saw earlier from Eq. 218 that Gc,Λ→∞ [J ] = 0.
This is not convenient, since this initial condition does not contain any information about the system.
All physical information has to be generated along the flow. It is better to have an initial condition that
corresponds to simple and sensible physical limit.

Flow of Gac,Λ
[
Φ̄
]
(amputated connected Green functions) - Polchinski Equation

• Initial condition: Recall Eq. (223),

eGac[Φ̄] = e−
1
2( δ

δΦ̄ ,G
T
0
δ
δΦ̄)e−S1[Φ̄] (260)

and find
lim

Λ→∞
Gac,Λ

[
Φ̄
]

= −S1
[
Φ̄
]

(261)
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• Flow equation follows from differentiating Eq. (260):

eGac∂ΛGac = ∂Λe
Gac

= −1
2

(
δ

δΦ̄
,
[
∂ΛGT

0,Λ

] δ

δΦ̄

)
e−

1
2

(
δ
δΦ̄ ,G

T
0,Λ

δ
δΦ̄

)
e−S1[Φ̄]︸ ︷︷ ︸

e
Gac,Λ

= eGac,Λ
[
−1

2

(
δGac,Λ
δΦ̄

,
[
∂ΛGT

0,Λ

] δGac,Λ
δΦ̄

)
− 1

2

(
δ

δΦ̄
,
[
∂ΛGT

0,Λ

] δ

δΦ̄

)
Gac,Λ

]
• We find the Polchinski Equation, (Polchinski, 1984):

∂ΛGac,Λ = −1
2

(
δGac,Λ
δΦ̄

,
[
∂ΛGT

0,Λ

] δGac,Λ
δΦ̄

)
− 1

2Tr
([
∂ΛGT

0,Λ

] ( δ

δΦ̄
⊗ δ

δΦ̄
Gac,Λ

)T)
(262)

• Problem: For sharp cutoffs, the first term contains δ-function that is not integrated over (no loops!).

Flow of Γ
[
Φ̄
]
(irreducible vertices) - Wetterich Equation

• Augment definition of Γ
[
Φ̄
]
with Λ:

ΓΛ
[
Φ̄
]

=
(
JΛ
[
Φ̄
]
, Φ̄
)
− Gc,Λ

[
JΛ
[
Φ̄
]]

+ 1
2
(
Φ̄,
[
G0,Λ

]−1 Φ̄
)

(263)

Φ̄ =
δGc,Λ [J ]
δJ

Note that now, the JΛ
[
Φ̄
]
are also Λ-dependent.

• Simple initial conditions:
lim

Λ→∞
ΓΛ
[
Φ̄
]

= − lim
Λ→∞

Gac,Λ
[
Φ̄
]

= S1
[
Φ̄
]

(264)

Proof: Start from relation between Gc and Gac, Eq. (222)

Gac,Λ
[
Φ̄
]

= Gc,Λ[−
(
GT

0,Λ

)−1
Φ̄︸ ︷︷ ︸

≡J[Φ̄]

] + 1
2
(
Φ̄,G−1

0,ΛΦ̄
)

(265)

To connect the rhs to Γ, we prepare for the use of the Legendre transform with respect to the J
[
Φ̄
]
:

Φ̄′α ≡
δGc,Λ [J ]
δJα

=
ˆ
β

δΦ̄β

δJα

δGc,Λ [J ]
δΦ̄β

= −
ˆ
β

[
GT

0,Λ

]
βα

δ

δΦ̄β

(
Gac,Λ

[
Φ̄
]
− 1

2
(
Φ̄,
(
G0,Λ

)−1 Φ̄
))

Φ̄′ = −G0,Λ
δGac,Λ

[
Φ̄
]

δΦ̄
+ Φ̄

On the right hand side of Eq. (265), we apply the Legendre transform Gc,Λ
[
J
[
Φ̄′
]]

=
(
J
[
Φ̄′
]
, Φ̄′
)
−

ΓΛ
[
Φ̄′
]

+ 1
2

(
Φ̄′,
[
G0,Λ

]−1Φ̄′
)
:

Gac,Λ
[
Φ̄
]

=
(
J, Φ̄′

)
− ΓΛ

[
Φ̄′
]

+ 1
2
(
Φ̄′,G−1

0,ΛΦ̄′
)

+ 1
2
(
Φ̄,G−1

0,ΛΦ̄
)

and insert the prepared Φ̄′ to express the right-hand side in Φ̄. After a short calculation, we obtain

Gac,Λ
[
Φ̄
]

= −ΓΛ

[
Φ̄−G0,Λ

δGac,Λ
δΦ̄

]
+ 1

2

(
δGac,Λ
δΦ̄

,GT
0,Λ
δGac,Λ
δΦ̄

)
(266)

from which the claim follows as lim
Λ→∞

G0,Λ = 0.
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• The flow for ΓΛ
[
Φ̄
]
follows by taking ∂Λ of the defining equation (263):

∂ΛΓΛ
[
Φ̄
]

=
(
∂ΛJΛ

[
Φ̄
]
, Φ̄
)
− ∂Λ

(
Gc,Λ

[
JΛ
[
Φ̄
]])

+ 1
2
(
Φ̄, ∂Λ

[
G0,Λ

]−1 Φ̄
)

=
(
∂ΛJΛ

[
Φ̄
]
, Φ̄
)
− (∂ΛJΛ,

δGc,Λ [J ]
δJ︸ ︷︷ ︸
Φ̄

)− ∂ΛGc,Λ [J ] |J=JΛ[Φ̄] + 1
2
(
Φ̄, ∂Λ

[
G0,Λ

]−1 Φ̄
)

The first two terms cancel. For the third term we use the flow of the connected functional Eq. (259).

∂ΛΓΛ
[
Φ̄
]

= −1
2

(
δGc,Λ
δJ

,
[
∂ΛG−1

0,Λ

] δGc,Λ
δJ

)
− 1

2Tr
{[
∂ΛG−1

0,Λ

]T ( δ

δJ
⊗ δ

δJ
Gc,Λ

)}
+ ∂Λln

(
Z0,Λ

)
+1

2
(
Φ̄, ∂ΛG0,Λ

−1Φ̄
)

and the brown terms cancel.

• We recall the relation between second functional derivatives of Gc,Λ, LΛ and ΓΛ:(
δ

δJ
⊗ δ

δJ
Gc,Λ

)
=
(
δ

δΦ̄
⊗ δ

δΦ̄
LΛ
[
Φ̄
])−1

=
(
δ

δΦ̄
⊗ δ

δΦ̄
ΓΛ
[
Φ̄
]
−
[
GT

0,Λ

]−1
)−1

(267)

and find the Wetterich Equation (Wetterich, 1993)

∂ΛΓΛ
[
Φ̄
]

= −1
2Tr


[
∂ΛG−1

0,Λ

]
︸ ︷︷ ︸
−∂ΛRΛ

(
δ

δΦ̄
⊗ δ

δΦ̄
ΓΛ
[
Φ̄
]
−
[
GT

0,Λ

]−1
)−1

+ ∂Λln
(
Z0,Λ

)
(268)

• The first term is sometimes more conveniently expressed with the regulator RΛ.

• Two strategies for solution of Wetterich equation:

1. Vertex expansion: Expand both sides in powers of fields Φ̄ and find flow equation for vertices Γ(n)
α1...αn

(→ next Sec. 6.3)

2. Derivative expansion: Make ansatz ΓΛ
[
Φ̄
]

=
´
r UΛ (ρ) + O(

[
∇Φ̄

]2
) with ρ = Φ̄2 a scalar. The

arbitrary functions UΛ (ρ) fulfill flow equations ∂ΛUΛ (ρ) = f
(
Λ, U (′,′′,...)

Λ (ρ), ρ, ...
)
. For more details,

see [Kopietz, Ch. 9].

6.3 Vertex expansion: Flow of Γ(n)
α1...αn

Preparations

• Preparation I: From the section on tree expansion, recall Eq. (243) and augment all quantities with
subscript Λ:

δ

δΦ̄
⊗ δ

δΦ̄
ΓΛ
[
Φ̄
]
−
[
GT

0,Λ

]−1
= UT

Λ

[
Φ̄
]
−
[
GT

Λ

]−1
(269)

UΛ
[
Φ̄
]

=
∞∑
n=1

1
n!

ˆ
α1...αn

Γ(n+2)
Λ,α1...αn

Φ̄α1 ...Φ̄αn (270)

Now, the Dyson equation is required to hold for each Λ:

[GΛ]−1 =
[
G0,Λ

]−1 −ΣΛ (271)
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Figure 17: Sketch of the single scale propagator for a multiplicative cutoff in momentum or Matsubara frequency.

• Preparation II:
Z0,Λ =

ˆ
D [Φ] e

1
2 Φα

[
G−1

0,Λ

]
αβ

Φβ ∝ e−
1
2Tr
[
Zln(−G−1

0,Λ)
]

(272)

so that
∂Λln

(
Z0,Λ

)
= −1

2Tr
[
ZG0,Λ

(
∂ΛG−1

0,Λ

)]
= −1

2Tr
[
GT

0,Λ

(
∂ΛG−1

0,Λ

)]
(273)

• Substitute preparations in Eq. (268) and get

∂ΛΓΛ
[
Φ̄
]

= −1
2Tr

([
∂ΛG−1

0,Λ

]{(
UT

Λ

[
Φ̄
]
−
[
GT

Λ

]−1
)−1

+ GT
0,Λ

})
(274)

The term {...} can be written in a series expansion (drop Λ subscript)(
UT −

[
GT

]−1
)−1

+ GT
0 = −

(
GT + GTUTGT + GTUTGTUTGT + ...

)
+ GT

0

= −GTUT
(
1 + GTUT + GTUTGTUT + ....

)
GT −GT + GT

0{
GT =

([
GT

0

]−1
−ΣT

)−1
}

= −GTUT 1
1−GTUT

GT −GT
0 ΣT 1

1−GT
0 ΣT

GT
0

which we place back into Eq. (274) to obtain

∂ΛΓΛ
[
Φ̄
]

= −1
2Tr

ĠΛUT
Λ

[
Φ̄
] (

1−GT
ΛUT

Λ

[
Φ̄
])−1

︸ ︷︷ ︸∑∞
ν=0(GT

ΛUT
Λ[Φ̄])ν

+ Ġ0,ΛΣT
Λ

1
1−GT

0,ΛΣT
Λ

 (275)

with the single-scale propagator,

ĠΛ ≡ −GΛ
[
∂ΛG−1

0,Λ

]
GΛ

Ex.= 1
1−G0,ΛΣΛ

[
∂ΛG0,Λ

] 1
1−ΣΛG0,Λ

(276)

and its non-interacting version,

Ġ0,Λ ≡ −G0,Λ
[
∂ΛG−1

0,Λ

]
G0,Λ = ∂ΛG0,Λ. (277)

For RG-type cutoffs the single-scale propagator has support only close to the (momentum-, frequency-)
scale Λ, see Fig. 17.
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Expansion of ∂ΛΓΛ
[
Φ̄
]
in fields

• Expansion of Eq. (275) in powers of fields: For lhs use,

∂ΛΓΛ
[
Φ̄
]

=
∞∑
n=0

1
n!

ˆ
α1...αn

∂ΛΓ(n)
Λ,α1...αn

Φ̄α1 ...Φ̄αn , (278)

for rhs use Eq. (270).

• The field independent second term on the rhs yields

∂ΛΓ(0)
Λ = −1

2Tr
(

Ġ0,ΛΣT
Λ

1
1−GT

0,ΛΣT
Λ

)

= −1
2Tr

(
Ġ0,ΛΣT

Λ

[
1 + GT

0,ΛΣT
Λ + GT

0,ΛΣT
ΛGT

0,ΛΣT
Λ + ...

])
= −1

2Tr
([

1 + ΣΛG0,Λ + ΣΛG0,ΛΣΛG0,Λ + ...
]
ΣΛĠ0,ΛZ

)
We finally pull the right ΣΛ in the brackets and move the left out. The Ġ0,ΛZ can be rotated to the
front. We are left with:

∂ΛΓ(0)
Λ = −1

2Tr
(

ZĠ0,ΛΣΛ
1

1−G0,ΛΣΛ

)
(279)

Interpretation: This yields the flow of the interaction-correction to the free energy F = −T logZ (up to
factor T ):

F − F0 = −T log (Z/Z0) = −TG(0)
c = −T

(
−Γ(0)

)
= TΓ(0) → link to thermodynamics (280)

• Higher-order terms ∂ΛΓ(n≥1)
Λ,α1...αn

: The derivation is similar to tree expansion, but a bit simpler as now
there are no J-sourcefields involved. We pick n of the Φ̄-fields on both sides,

1
n!∂ΛΓ(n)

Λ,α1...αn
=

− 1
2

∞∑
ν=1

∞∑
n1,2,..,ν=1

δn,n1+...+nν
nν !nν−1!...n1!Tr

(
ĠΛΓT (nν+2)

Λ,αn−nν+1...αn

[
GT

ΛΓT (nν−1+2)
Λ,αn−nν−nν−1+1...αn−nν

]
· · ·
[
GT

ΛΓT (n1+2)
Λ,α1...αn1

])

To (anti-)symmetrize the rhs, sum over all n! permutations of the labels α1...αn with correct sign. We
can also take the transpose in the trace (but don’t need to reverse the order due to S)

∂ΛΓ(n)
Λ,α1...αn

= −1
2

∞∑
ν=1

∞∑
n1,2,..,ν=1

δn,n1+...+nνSα1...αn1 ;...;αn−nν+1...αn

× Tr
(

ZĠΛΓ(nν+2)
Λ,αn−nν+1...αn

GΛΓ(nν−1+2)
Λ,αn−nν−nν−1+1...αn−nν

...GΛΓ(n1+2)
Λ,α1...αn1

)

Example: Flow of vertices with even number of legs

• Assume all vertices with odd number of external legs vanish. For n = 1, this is clear as we assumed no
vacuum expectation values

〈
Φ̄α

〉
= 0.

• For n = 2, have ν = 1 and n1 = 2 (ν = 2 and n1,2 = 1 would involve Γ(3)) so that

∂ΛΓ(2)
Λ,α1α2

= ∂Λ [ΣΛ]α1α2
= −1

2Tr
(
ZĠΛΓ(4)

Λ,α1α2

)
= −1

2
[
ĠΛ

]
β1β2

Γ(4)
Λ,β1β2α1α2

(281)
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• For n = 4 (effective interaction) we have either ν = 1 (n1 = 4) or ν = 2 (n1 = 2 = n2)

∂ΛΓ(4)
Λ,α1...α4

= −1
2Tr

(
ZĠΛΓ(6)

Λ,α1α2α3α4
+ Sα1α2;α3α4

{
ZĠΛΓ(4)

Λ,α3α4
GΛΓ(4)

Λ,α1α2

})
and we do not consider the flow of the n = 6 vertex.

single-scale propagator:

=

=

flow of self energy:

flow of effective interaction: 

= =full propagator: =

All quantities depend on      !
   
(skipped in diagrammatic notation)

6.4 Two examples:

fRG for ϕ4-theory, vertex expansion, relation to Wilsonian RG, anomalous dimension η

Goals:

• See vertex expansion at work for non-trivial classical mechanics field theory

• Recover RG flow equations found for coupling constants in Wilsonian momentum-shell RG

• Re-scaled vertices, truncation strategy based on relevance.

• Estimate anomalous dimension η from k-dependence of self-energy.

Preparations

• Only single type of bosonic field with momentum index, Φα → ϕk, ζ = +1.

• Stay in the disordered phase, zero magnetic field → 〈ϕk=0〉 = 0. For generalization to ordered phase, see
[Kopietz], Ch. 8.

• Recall action for ϕ4-theory, assign S0,1 in non-standard way:

S[ϕ] = 1
2

ˆ
k

[
c0k

2
]
ϕ(−k)ϕ(k)︸ ︷︷ ︸

S0[ϕ]

+ r0
2

ˆ
k
ϕ(−k)ϕ(k) + u0

4!

ˆ
k1,2,3,4

(2π)Dδ (k1 + k2 + k3 + k4)ϕ(k1)ϕ(k2)ϕ(k3)ϕ(k4)︸ ︷︷ ︸
S1[ϕ]

Remark on non-standard choice for S0,1:
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– reflects flexibility of fRG approach
– momentum independent self-energy flows starting from r0 (like in Wilsonian RG)
– would simplify calculation in the ordered phase (and keeps consistency with [Kopietz] book)

• Use multiplicative sharp cutoff in momentum space:

G0,Λ(k) = Θ (k − Λ)
c0k2 (282)

Note: Due to the cutoff k ≤ Λ0 implicit in the S[ϕ], we can start the flow at Λ = Λ0.

• Dictionary for convention used in fRG flow equations:[
G(0,Λ)

]
kk′

= −(2π)Dδ
(
k + k′

)
G(0,Λ)(k) = −〈ϕkϕk′〉 (283)[

ĠΛ
]
kk′

= −(2π)Dδ
(
k + k′

)
ĠΛ(k) (284)

[ΣΛ]kk′ = +(2π)Dδ
(
k + k′

)
ΣΛ(k) (285)

G−1
Λ (k) = G−1

0,Λ(k) + ΣΛ(k) (286)
or

GΛ(k) = 1
G−1

0,Λ(k) + ΣΛ(k)
= Θ(k − Λ)
c0k2 + Θ(k − Λ)ΣΛ(k) (287)

• Single scale propagator:

ĠΛ(k) = −GΛ(k)
[
∂ΛG

−1
0,Λ(k)

]
GΛ(k) (288)

=
Ġ0,Λ(k)[

1 +G0,Λ(k)ΣΛ(k)
]2{

Ġ0,Λ = ∂ΛG0,Λ
}

= −δ(k − Λ)

c0k2
[
1 + Θ(k−Λ)

c0k2 ΣΛ(k)
]2

fRG flow equations

• For vertices, in accordance with Eq. (283), we take out a momentum-conserving delta-function out of
Γ(n) and define

Γ(n)
Λ,k1...kn ≡ (2π)Dδ (k1 + ...+ kn) Γ(n)

Λ (k1, ...,kn) (289)

where Γ(n)
Λ (k1, ...,kn) only really depends on n− 1 momenta.

• Recall the general fRG flow equations for vertices, we truncate Γ(6) != Γ(6)
Λ0

= 0 and drop all vertices of
odd order since we restrict ourselves to the disordered phase.

∂Λ [ΣΛ]α1α2
= −1

2

ˆ
β1,2

[
ĠΛ

]
β1β2

Γ(4)
Λ,β1β2α1α2

∂ΛΓ(4)
Λ,α1...α4

= −1
2Tr

(
Sα1α2;α3α4

{
ZĠΛΓ(4)

Λ,α3α4
GΛΓ(4)

Λ,α1α2

})
• Insert preparations:

∂ΛΣΛ(k) = 1
2

ˆ
k′
ĠΛ

(
k′
)

Γ(4)
Λ
(
k′,−k′,k,−k

)
∂ΛΓ(4)

Λ (k1,2,3,4) = −
ˆ

k
ĠΛ(k)

× {Γ(4)
Λ (k,−k + k1 + k2,k3,k4)GΛ (−k + k1 + k2) Γ(4)

Λ (+k− k1 − k2,−k,k1,k2)
+ (k2 ↔ k3) + (k2 ↔ k4)}

and the factor of 1/2 has been canceled against the (k1 ↔ k3) , (k1 ↔ k4) , (k1,2 ↔ k3,4) terms.

• Initial conditions (momentum independent): ΣΛ0 = r0 and Γ(4)
Λ0

= u0.
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Recovering Wilsonian momentum shell RG

• Assume coupling constants, i.e. momentum independence of ΣΛ(k) != rΛ and Γ(4)
Λ (k1,2,3,4) != uΛ.

• Set momenta to zero at left-hand-side of fRG flow equations.

• From self-energy flow equation:

∂ΛrΛ = 1
2

ˆ
k
ĠΛ(k)Γ(4)

Λ (k,−k, 0, 0)

= uΛ
2

ˆ
k
ĠΛ(k)

Careful: Integrand
ĠΛ(k) = −δ(k − Λ)

c0k2
[
1 + Θ(k−Λ)

c0k2 ΣΛ(k)
]2 (290)

requires Morris’ lemma: We use
´ 1

0 dt[1 + tx]−2 = − 1
x[1+tx] |

t=1
t=0 = 1

1+x and find

ĠΛ(k) = − δ(k − Λ)
c0k2 + ΣΛ(k) (291)

Next, recall the definition of KD:
´
k = 1

(2π)D
´
dDk = KD

´∞
0 kD−1 · dk. We obtain:

∂ΛrΛ = −uΛKD

2

ˆ ∞
0

kD−1 · dk δ(k − Λ)
c0k2 + ΣΛ(k)

= −uΛ
2
KDΛD−1

c0Λ2 + rΛ

• From 4-point vertex flow equation:

∂ΛuΛ = −3u2
Λ

ˆ
k
ĠΛ(k)GΛ (k)

= 3u2
ΛKD

ˆ
dkkD−1 δ(k − Λ)Θ(k − Λ)c0k

2

[c0k2 + Θ(k − Λ)rΛ]3

{Morris} = 3u2
ΛKD

ˆ
dkkD−1δ(k − Λ)

ˆ 1

0
dt

tc0k
2

[c0k2 + trΛ]3

= 3
2u

2
ΛKD

ˆ
dkkD−1δ(k − Λ) 1

[c0k2 + rΛ]2

= 3KD

2
u2

ΛΛD−1

[c0Λ2 + rΛ]2

• We move to dimensionless quantities as before,

r̄Λ = rΛ
c0Λ2 , ūΛ = KD

uΛ
c2

0Λ4−D , (292)

and introduce l as Λ = Λ0e
−l such that ∂lfl = −Λ∂ΛfΛ. Putting things together, we recover the same

flow equations as from Wilsonian momentum shell RG in Sec. 5.4

∂lr̄l = 2r̄l + 1
2

ūl
1 + r̄l

(293)

∂lūl = (4−D)ūl −
3
2

ū2
l

[1 + r̄l]2
(294)

• Back to fRG: Options to solve flow equations.

1. Treat full momentum dependence numerically: Expensive, vertex Γ̃(4)
l depends on threeD-dimensional

momenta. Symmetries, form-factors and other tricks can be applied → Master- & PhD-thesis.
2. Analytical approximations and further simplifications. → This lecture. Goal: Find η.

Work with re-scaled flow equations to make strategy transparent.
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Re-scaled flow equations (preparation for η)

• Idea: Make the vertices dimensionless functions of dimensionless momenta k = Λq. Use l = ln(Λ0/Λ) as
flow parameter.

• Useful for analytic considerations, because canonical (engineering) dimensions at given fixed point can
be read off directly.

• Motivation: Substitute k = Λq and vertices in action,

S[ϕ] = 1
2

ˆ
k

[
c0k

2
]
ϕ(−k)ϕ(k) + 1

2

ˆ
k

ΣΛ0(k)ϕ(−k)ϕ(k)

+
∑

n=4,6,...

1
n!

ˆ
k1,...n

(2π)Dδ (k1 + ...+ kn) Γ(n)
Λ0

(k1,..,n)ϕ(k1)...ϕ(kn)

= 1
2

ˆ
q

ΛD+2
[
c0q

2
]
ϕ(−qΛ)ϕ(qΛ) + 1

2

ˆ
q

ΛDΣΛ0(qΛ)ϕ(−qΛ)ϕ(qΛ)

+
∑

n=4,6,...

1
n!

ˆ
q1,..,n

(2π)Dδ (q1 + ..+ qn) Λ(n−1)DΓ(n)
Λ0

(q1,..,nΛ)ϕ(q1Λ)...ϕ(qnΛ)

and introduce new fields ϕ′(q) such that the first term is 1/2
´
q q

2ϕ′(−q)ϕ′(q). This is of course pointless
if there is a contribution ΣΛ0(qΛ) ∼ q2 + ..., so need to take this possibility into account via

ΛD+2c0

(
1 + ∂ΣΛ0(k)

∂(c0k2) |0
)

︸ ︷︷ ︸
≡1/Z

ϕ(−qΛ)ϕ(qΛ) != ϕ′(−q)ϕ′(q) (295)

Apply the replacements ϕ(qΛ)ΛD/2+1c
1/2
0 Z−1/2 = ϕ′(q) in the n-field term:

Λ(n−1)DΓ(n)
Λ0
ϕ(q1Λ)...ϕ(qnΛ) = Λ(n−1)DZn/2c

−n/2
0 Λ−n(D+2)/2Γ(n)

Λ0
ϕ′(q1)...ϕ′(qn) (296)

Introducing Λ (or l), the blue terms combine to the dimensionless flowing vertex (tilde notation):

Γ̃(n)
l (q1, ...,qn) ≡ ΛD(n/2−1)−n

(
Z

c0

)n/2
Γ(n)

Λ (q1Λ, ...,qnΛ) (297)

and then the definition of Zl can be rewritten:

Zl = 1− ∂Γ̃(2)
l (q,−q)
∂q2 |q=0. (298)

• Remark: The definition of Z depends on the field theory in question, the chosen G0,Λ and the renormal-
ization scheme. For fermionic systems, Z is often related to iω-derivative of self-energy.

• Recall definition of anomalous dimension (c.f. scaling for correlation function, see Sec. 5.3)

ηl = −∂llnZl = − 1
Zl
∂lZl = −ΛZl

∂ [∂ΛΣΛ(k)]
∂(c0k2) |k=0 (299)

η = lim
l→∞

ηl

• Introduce re-scaled propagators (scale as inverse Γ(2)):

G̃l(q) = c0Λ2

Zl
GΛ(k = Λq),

˙̃Gl(q) = −c0Λ3

Zl
ĠΛ(k = Λq)

where the sign makes up for the sign in ∂lfl = −Λ∂ΛfΛ.
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• Flow for re-scaled two-point vertex: (product/chain rule, short calculation):

∂lΓ̃
(2)
l (q) = (2− ηl − q∂q) Γ̃(2)

l (q) + Γ̇(2)
l (q) (300)

Γ̇(2)
l (q) = 1

2

ˆ
q′

˙̃Gl(q′)Γ̃
(4)
l (q′,−q′,q,−q) = − Zl

c0Λ∂ΛΣΛ(k) (301)

Note: Combining Eq. (301) and (299), we get

ηl = lim
q→0

∂Γ̇(2)
l (q)
∂q2 (302)

• Flow for re-scaled four-point vertex:

∂lΓ̃
(4)
l (q1,2,3,4) =

(
4−D − 2ηl −

4∑
i=1

qi∂qi

)
Γ̃(4)
l (q1,2,3,4) + Γ̇(4)

l (q1,2,3,4) (303)

Γ̇(4)
l (q1,2,3,4) = −

ˆ
q

˙̃Gl(q)G̃l (q + q1 + q2)

×
{

Γ̃(4)
l (q1,q2,q,−q − q1 − q2) Γ̃(4)

l (q + q1 + q2,−q,q3,q4) + (q2 ↔ q3) + (q2 ↔ q4)
}

(304)

• Integral form of flow equations (check by differentiation):

Γ̃(2)
l (q) = exp

[
2l −

ˆ l

0
dτ ητ

]
Γ̃(2)
l=0

(
e−lq

)
+
ˆ l

0
dt exp

[
2t−

ˆ l

l−t
dτ ητ

]
Γ̇(2)
l−t(e

−tq) (305)

Γ̃(4)
l (q1,2,3,4) = exp

[
(4−D)l − 2

ˆ l

0
dτ ητ

]
Γ̃(4)
l=0

(
e−lq1,2,3,4

)
(306)

+
ˆ l

0
dt exp

[
(4−D)t− 2

ˆ l

l−t
dτ ητ

]
Γ̇(4)
l−t(e

−tq1,2,3,4)

Truncation scheme based on relevance

• Idea: In flow equations for re-scaled vertices (300) and (303), consider parantheses

∂lΓ̃
(2)
l = (2− ηl − q∂q) Γ̃(2)

l + Γ̇(2)
l

∂lΓ̃
(4)
l =

(
4−D − 2ηl −

4∑
i=1

qi∂qi

)
Γ̃(4)
l + Γ̇(4)

l

Up to the term ηl, they contain the canonical (engineering) dimension of vertex at the Gaussian fixed
point. The remaining terms give loop-corrections.

• Γ̃(2)
l -term: Γ̃(2)

l (0) = r̄l relevant with dimension 2, contribution ∼ q2 is marginal because q∂qqn = nqn.
We have to keep it (c.f. Eq. 298):

Γ̃(2)
l (q) = r̃l + (1− Zl) q2 (307)

• Γ̃(4)
l -term: Γ̃(4)

l (0) = ūl/KD = ũl has canonical dimension 4 − D, relevant in D < 4. Keep this term.
Finite-q parts are irrelevant for D > 3.

• Γ̃(6)
l -term: Γ̃(6)

l (0) has canonical dimension (n−D[n/2− 1])|n=6 = 6− 2D, irrelevant in D > 3, discard.

• Careful in D = 3: Γ̃(6)
l and contributions Γ̃(4)

l ∼ q are marginal! Will become marginally irrelevant if
ηl ∼ ū2

l is considered.
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• Flow equations so far are like in momentum-shell RG but with η:

∂lr̄l = (2− ηl) r̄l + 1
2

ūl
1 + r̄l

(308)

∂lūl = (4−D − 2ηl) ūl −
3
2

ū2
l

(1 + r̄l)2 (309)

Flow of ηl from ηl = lim
q→0

∂Γ̇(2)
l

(q)
∂q2

• Goal: Close set of flow equations, find flow for Zl.

• Momentum dependence of Γ̃(2)
l generated by momentum dependence of Γ̃(4)

l , see Eq. (300). This comes
from the Green function momentum dependence of the ∂lΓ̃

(4)
l (q1,2,3,4) flow equation (we keep Γ̃(4)

l mo-
mentum independent on the rhs). We get

Γ̇(4)(q1,2,3,4) = −ũ2
l {
ˆ

q

˙̃Gl(q)G̃l (q + q1 + q2)︸ ︷︷ ︸
≡χ̇l(q1+q2)

+ (2↔ 3) + (2↔ 4)}

The “bubble” χ̇l(q) = f(r̄, q) can be found analytically in D = 3.

• Split the four-point vertex as
Γ̃(4)
l (q1,2,3,4) = ũl + γl(q1,2,3,4) (310)

and use the integral form 306 with γl=0 = 0. This yields

Γ̃(4)
l (q1,2,3,4) = exp

[
(4−D)l − 2

ˆ l

0
dτ ητ

]
ũl=0

−
ˆ l

0
dt exp

[
(4−D)t− 2

ˆ l

l−t
dτ ητ

]
ũ2
l−t

{
χ̇l−t([q1 + q2]e−t) + (2↔ 3) + (2↔ 4))

}
and we can read off the flow equations ∂lūl = ... as above coming from the first term in χ̇l(q) =
χ̇l(0) + δχ̇l(q). The second term gives rise to

γl(q1,2,3,4) = −
ˆ l

0
dt exp

[
(4−D)t− 2

ˆ l

l−t
dτ ητ

]
ũ2
l−t

{
δχ̇l−t([q1 + q2]e−t) + (2↔ 3) + (2↔ 4))

}
(311)

• We feed the result for ũl and γl into Γ̇(2)
l (q):

Γ̇(2)
l (q) = 1

2

ˆ
q′

˙̃Gl(q′)Γ̃
(4)
l (q′,−q′,q,−q)

= ũl
1
2

ˆ
q′

˙̃Gl(q′) + 1
2

ˆ
q′

˙̃Gl(q′)γl(q′,−q′,q,−q)

= ūl
2(1 + r̄l)

−
ˆ

q′

δ(q′ − 1)
1 + r̄l

ˆ l

0
dt exp

[
(4−D)t− 2

ˆ l

l−t
dτ ητ

]
ũ2
l−tδχ̇l−t([q′ + q]e−t)

• Use this in Eq. (302). After a short calculation:

ηl = lim
q→0

∂Γ̇(2)
l (q)
∂q2 =

ˆ l

0
dtK(l, t)ū2

l−te
−2
´ l
l−t dτ ητ (312)

K(l, t) = − 1
2DKD [1 + r̄l]

[
(D − 1) e−(D−3)tχ̇′l−t

(
e−t
)

+ e−(D−2)tχ̇′′l−t

(
e−t
)]
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• Equations (308), (309), (312) are a closed system of equations that can be solved numerically.

• Since ηl is small, the flow of r̄, ū will look not much different from Fig. 9.

• Tune to critical manifold flowing into Wilson-Fisher fixed point: Get a finite η = lim
l→∞

ηl, ū?, r̄?. Then
Eq. (312) turns into self-consistency equation for l→∞:

η = ū2
?

ˆ ∞
0

dtK(∞, t)e−2tη (313)

Evaluate and compare to precise value for the D = 3 Ising universality class η = 0.036:

– In ε = 4−D in leading order: η = ε2/54 ε=1→ 0.018.
– Numerically in D = 3: η = 0.101.

fRG for spinful fermions

Goal: Derive flow equations for fermions, use them in Ex. 6.5.5 for single-impurity Anderson model (SIAM).

Preparations

• Need two types of fields for creation and annihilation operator, {Φα} →
{
ψKσ, ψ̄Kσ

}
, ζ = −1, abbreviate

K ≡ (iω,k) (the quantities that are usually conserved at a vertex) and σ =↑, ↓ is the spin index.
Now α = (ψ,K, σ) or (ψ̄,K ′, σ′). Generalize spinless case from the beginning of Sec. 6.1,

S0
[
ψ̄, ψ

]
= −

∑
σ,σ′

ˆ
K′,K

ψ̄K′σ′ G−1
0 (K)︸ ︷︷ ︸

iωδK,K′δσ′σ−HK′σ′;Kσ

ψKσ

[
G−1

0

]
(ψ̄,K′,σ′),(ψ,K,σ)

= δK,K′δσσ′
(
iωδK,K′δσ′σ −HK′σ′;Kσ

)
=
[
G−1

0

]
K′σ′;Kσ

(314)

• Full Green function, propagate from 1′ = (K ′, σ′) (creation) to 1 = (K,σ) (annihilation). Minus sign and
definition of G11′ with ψ, ψ̄ not explicitly specified is fermionic convention.

Gψ1ψ̄1′
= −

〈
ψ1ψ̄1′

〉
≡ G11′ (315)

• The above two points require the following assignments (also hold with cutoff Λ):

G =
(

0 Gψψ̄

Gψ̄ψ 0

)
=
(

0 G
ζGT 0

)

G−1 =
(

0
[
G−1]

ψψ̄[
G−1]

ψ̄ψ 0

)
=
(

0 ζ
(
G−1)T

G−1 0

)
= G−1

0 −Σ

Σ =
(

0 [Σ]ψψ̄
[Σ]ψ̄ψ 0

)
=
(

0 ζΣT

Σ 0

)

and we read off
G−1 = G−1

0 − Σ. (316)

The above conventions are summarized in Fig. 18.
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1'1

2'2

1'1
1' 1

=

( " from 1' to 1 " )

=

Figure 18: Diagrammatic conventions for fermionic field theories.

Interaction and vertex

• Assume total spin is conserved in bare scattering ({σ1, σ2} → {σ1, σ2}).

S1[ψ̄, ψ] = 1
2Σσ1,2

ˆ
K′1K

′
2K1K2

δK′1+K′2,K2+K1Uσ1σ2

(
K ′1,K

′
2;K2,K1

)
ψ̄K′1σ1ψ̄K′2σ2ψK2σ2ψK1σ1 (317)

The function U is symmetric under simultaneous exchange within first and last index pair.

Uσ1σ2

(
K ′1,K

′
2;K2,K1

)
= Uσ2σ1

(
K ′2,K

′
1;K1,K2

)
(318)

The function U is not to be confused with the (bare) one-line irreducible vertex which is (anti-)symmetric
under exchange of all of its arguments.

• Partially symmetrized vertex (can exchange within first or last index pair):

S1[ψ̄, ψ] = 1
(2!)

ˆ
K′1σ

′
1K
′
2σ
′
2K1σ1K2σ2

δK′1+K′2,K2+K1×Γ(4)
0
(
K ′1σ

′
1,K

′
2σ
′
2;K2σ2,K1σ1

)
×ψ̄K′1σ′1ψ̄K′2σ′2ψK2σ2ψK1σ1

(319)
Γ(4)

0
(
K ′1σ

′
1,K

′
2σ
′
2;K2σ2,K1σ1

)
= δσ′1σ1δσ′2σ2U

(4)
σ1σ2

(
K ′1,K

′
2;K2,K1

)
− δσ′1σ2δσ′2σ1U

(4)
σ1σ2

(
K ′1,K

′
2;K1,K2

)
(320)

• Superfield vertex with full (anti-)symmetry:

S1 [Φ] = 1
4!

ˆ
α1,2,3,4

Γ(4),0
α1α2α3α4Φα1Φα2Φα3Φα4 (321)

which leads to

Γ(4),0
α1=(ψ̄K′1σ′1),α2=(ψ̄K′2σ′2),α3=(ψK2σ2),α4=(ψK1σ1) = δK′1+K′2,K2+K1Γ(4)

0
(
K ′1σ

′
1,K

′
2σ
′
2;K2σ2,K1σ1

)
(322)

and Γ(4)
α1α2α3α4 with other number of ψ̄ and ψ terms vanish. The 1/4! = 1/24 is related to 1/2!/2! = 1/4

above by the 4 chose 2 = 6 possibilities to pick two ψ̄ and two ψ fields in α-sums.
The fully (anti-)symmetric vertex is distinguished from the partially (anti-)symmetric vertex by the
semicolon (;).

• In graphical representation of 4-point vertex and self-energy, ψ̄ is outgoing arrow, ψ is in-going arrow.
(Opposite to Green functions!)

Flow equations in Γ(4) truncation scheme

• From the general case above, we take the flow equations in terms of fully symmetric Γ:

∂ΛΓ(2)
Λ,α1α2

= −1
2
[
ĠΛ

]
β1β2

Γ(4)
Λ,β1β2α1α2

(323)

and

∂ΛΓ(4)
Λ,α1...α4

= −ζ 1
2
[
ĠΛ

]
β1β2

[GΛ]β3β4
(324)

{Γ(4)
Λ,β2β3α3α4

Γ(4)
Λ,β4β1α1α2

+ Γ(4)
Λ,β2β3α4α1

Γ(4)
Λ,β4β1α3α2

+ ζΓ(4)
Λ,β2β3α2α4

Γ(4)
Λ,β4β1α1α3

+ζΓ(4)
Λ,β2β3α3α1

Γ(4)
Λ,β4β1α4α2

+ Γ(4)
Λ,β2β3α3α2

Γ(4)
Λ,β4β1α4α1

+ Γ(4)
Λ,β2β3α1α2

Γ(4)
Λ,β4β1α3α4

}
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1'1

2'2

1'1

1'1

2'2

1

2

1'

2'

3' 3

4' 4

1' 1

4' 3

3'4

2'2

Figure 19: Fermionic fRG flow equations in diagrammatic convention. The last term amounts to exchanging
the labels 1 and 2 in the previous diagram and multiplying the statistical factor ζ. The dash over a pair of
propagators denotes a sum of the type GĠ+ ĠG, see Eq. (326).

• Setting j = (ψKjσj︸ ︷︷ ︸
j

) and j′ = (ψ̄Kj′σj′︸ ︷︷ ︸
j′

) [so the primes indicate ψ̄] and picking α1, α2 = 1′1 for Γ(2), and

similar α1α2α3α4 = 1′2′21 for Γ(4), we obtain (see Fig. 19):

– For self energy:

∂ΛΣΛ,1′1 = ∂ΛΓ(2)
Λ,α1=ψ̄1′ ,α2=ψ1

= −
ˆ

22′

1
2
([

ĠΛ
]

22′
Γ(4)

Λ,22′1′1 +
[
ĠΛ

]
2′2

Γ(4)
Λ,2′21′1

)
= −ζ

ˆ
22′

[
ĠΛ

]
22′

Γ(4)
Λ,1′2′21

and we insert the conventions from above

∂ΛΣΛ,1′1 = −ζ
ˆ

22′
ĠΛ,22′Γ

(4)
Λ
(
1′2′; 21

)
(325)

– Interaction vertex (see Ex. 6.5.4 for details):

δK′1+K′2,K1+K2∂ΛΓ(4)
Λ
(
1′2′; 21

)
= (326)

−δK′3+K′4,K1+K2δK′1+K′2,K3+K4Γ(4)
Λ
(
1′2′; 43

) [
ĠΛ,33′GΛ,44′

]
Γ(4)

Λ
(
3′4′; 21

)
−δK′3+K′2,K2+K4δK′1+K′4,K3+K1ζ

(
ĠΛ,33′GΛ,44′ + ĠΛ,44′GΛ,33′

)
Γ(4)

Λ
(
1′4′; 31

)
Γ(4)

Λ
(
3′2′; 24

)
−δK′4+K′1,K3+K2δK′2+K′3,K4+K1ζ

2
(
ĠΛ,33′GΛ,44′ + ĠΛ,44′GΛ,33′

)
Γ(4)

Λ
(
1′4′; 32

)
Γ(4)

Λ
(
3′2′; 14

)

6.5 Exercises

6.5.1 Generating Functions for toy model

Consider the classical field theory of an an-harmonic oscillator defined by the action s(ϕ) = s0(ϕ)+s1(ϕ) where
ϕ ∈ R is a single real variable and

s0(ϕ) = − ϕ2

2G0
,

s1(ϕ) = u

4!ϕ
4,
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with G0 < 0 and u > 0. The full partition function is given by Z =
´ +∞
−∞ dϕe−s(ϕ) and the disconnected Green

functions are g(n) = In/I0 with In =
´ +∞
−∞ dϕϕne−s(ϕ) and I0 = Z. This exercise should familiarize you with

the concept of generating function(al)s in a simple setting.

1. Show that the partition function in Gaussian approximation is given by Z0 =
√

2π(−G0). Introduce a
source j ∈ R and write down the definition of the generating functions (instead of functionals!)

gc(j), gac(ϕ̄), γ(ϕ̄) (327)

of the connected Green functions, amputated connected Green functions and irreducible vertices, respec-
tively. The latter are denoted by g

(n)
c , g

(n)
ac , γ(n) and are related to the generating functions via series

expansion, e.g.

gc(j) =
∞∑
n=0

1
n!g

(n)
c jn. (328)

The Legendre transform should be denoted by

l(ϕ) = j(ϕ)ϕ− gc(j(ϕ)),
ϕ = ∂jgc.

Show explicitly the two relations:

gac(ϕ̄) = gc
(
−G−1

0 ϕ̄
)

+ ϕ̄2/(2G0),

1 =
(
∂2l

∂ϕ2

)(
∂2gc
∂j2

)
.

2. Derive the following relations:
g

(0)
c = ln [Z/Z0] g

(2)
c = g(2) g

(4)
c = g(4) − 3

[
g(2)

]2
g

(0)
ac = g

(0)
c g

(2)
ac = G−2

0

[
g

(2)
c +G0

]
g

(4)
ac = G−4

0 g
(4)
c

l(0) = −g(0)
c l(2) =

[
g

(2)
c

]−1
l(4) = −

[
g

(2)
c

]−4
g

(4)
c

γ(0) = l(0) γ(2) = l(2) +G−1
0 γ(4) = l(4)

3. Use the results of part 1.) and 2.) to calculate the irreducible vertices perturbatively up to order u2.
First, find Z and g(m) for m = 1, 2, 3, 4 in perturbation theory up to order u2. These results will be
needed below in Ex. 6.5.3 to compare perturbation theory to the fRG for this toy model. You should
obtain:

γ(0) = u

8G
2
0 −

u2

12G
4
0, γ(2) = −u2G0 + 5u2

12 G
3
0, γ(4) = u− 3u2

2 G2
0. (329)

6.5.2 General form of tree expansion, full expression for Γ(4)

1. In the lecture, we have stopped short of writing the complete form of the tree expansion which is free of
source terms Jα and Φ̄α. You should now perform this task which involves somewhat tedious indexing.
Combine Eqns. (245), (246) and (247) to find

G(n+2)
c,α1...αn = −

∞∑
ν=0

∞∑
n1=1

...
∞∑

nν=1

1
n1!...nν !

ˆ
β1

1

...

ˆ
β1
n1

...

ˆ
βν1

...

ˆ
βνnν ∞∑

m1
1=1

...
∞∑

m1
n1=1

 ...
 ∞∑
mν1=1

...
∞∑

mνnν=1

 δn,∑ν

i=1

∑ni
j=1 m

i
j

× G
{
Γ(nν+2)
βν1 ...β

ν
nν

G
}
...

{
Γ(n1+2)
β1

1 ...β
1
n1

G
}

Z

× Sα1...αm1
1
;...;αn−mνnν+1...αn

{
G

(m1
1+1)

c,β1
1α1...αm1

1

...G
(mνnν+1)
c,βνnναn−mνnν+1...αn

}
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2. Use the above result to derive the complete form of the tree expansion for G(4)
c,α1α2α3α4 , including the

three-point vertex Γ(3) and draw the diagrammatic representation. In the lecture, we have derived the
contribution including the four-point vertex Γ(4) which you can take from there.

6.5.3 fRG for toy-model

Consider the toy-model field theory of Ex. 6.5.1. The goal of this exercise is to derive and solve fRG flow
equations for this simple model and compare the results with the exact and perturbative approach.

1. Using the general results from the lecture, derive the flow equations for the generating functions gc(j), gac(ϕ̄), γ(ϕ̄).

2. Use the following cutoff procedure G0 → G0,Λ = −Λ where the flow is from Λ = 0 to Λ = G0. Note
that this is different from the usual convention where Λ starts at ∞ and end at zero. Expand the flow
equations for γΛ(ϕ̄) in powers of sources to define the vertices γ(n)

Λ for n = 0, 2, 4, 6 and show explicitly

∂Λγ
(0)
Λ = 1

2
γ

(2)
Λ

1 + Λγ(2)
Λ

,

∂Λγ
(2)
Λ = 1

2
γ

(4)
Λ(

1 + γ
(2)
Λ Λ

)2 ,

∂Λγ
(4)
Λ = 1

2
γ

(6)
Λ[

1 + Λγ(2)
Λ

]2 − 3
Λ
[
γ

(4)
Λ

]2
[
1 + Λγ(2)

Λ

]3 ,

∂Λγ
(6)
Λ = 45

Λ2
[
γ

(4)
Λ

]3
[
1 + Λγ(2)

Λ

]4 − 15
Λγ(4)

Λ γ
(6)
Λ[

1 + Λγ(2)
Λ

]3 + 1
2

γ
(8)
Λ[

1 + Λγ(2)
Λ

]2 .
3. Find the initial conditions for the quantities from 2) at Λ = 0. Set G0 = −1 and truncate the above

hierarchy of flow equations γ(n)
Λ for n > nc equal to their initial values at Λ = 0. Consider the cases

nc = 2, 4, 6. Integrate the set of flow equations numerically (e.g., using Mathematica) from Λ = 0 to
Λ = 1. In three plots over u ∈ [0, 0.7], compare the following three quantities to the perturbative result
of Ex. 6.5.1 and to the exact solution (from direct numerical evaluation of the integrals In in Ex. 6.5.1).

γ(0) = −ln [Z/Z0] ,
γ(2) = Σ,
γ(4).

6.5.4 Flow of fermionic vertex

Derive the flow equation for the fermionic 4-point vertex shown in Eq. (326) starting from the general equation
(324).

6.5.5 Fermionic fRG for single-impurity Anderson model

The single impurity Anderson model (H + Hl, SIAM) can be used to model a quantum dot (Hamiltonian
H) with single electronic energy level that is connected to one or more metallic leads (electrical contacts,
Hamiltonian Hl). Only electrons of opposite spin meeting at the quantum dot are assumed to interact.

H =
∑
σ=↑,↓

εσnσ + U (n↑ − 1/2) (n↓ − 1/2)−
∑
l

∑
σ=↑,↓

tl
(
d†σc1,l,σ + h.c.

)

Hl = −t
∑
σ

∞∑
m=1

(
c†m,l,σcm+1,l,σ + h.c.

)
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left lead right leadU

Figure 20: Sketch of the single impurity Anderson model.

Here, nσ = d†σdσ describes the occupation of dot electrons with spin σ =↑, ↓ and in ↑ =̂ + 1, ↓ =̂ − 1 is
understood. The repulsive interaction is U > 0. The singe-particle energy levels εσ = Vg +σh/2 can be shifted
by a gate voltage Vg and split under the influence of a magnetic field h. We assume two leads l = L,R which
are coupled from the left and right with hopping strength tl=L,R and lead-internal hopping strength t > 0.
Consider the case of vanishing temperature where the Matsubara frequencies become continuous.

1. The leads are non-interacting and can be integrated out exactly. Show that when seen from the quantum
dot, they induce a self-energy for the d-electrons, Σl,σ(iω) = |tl|2Gl,1,1(iω). Here Gl,1,1(iω) is the real-space
Green function for the isolated lead l for the first site m = 1 which you should calculate exactly using
the known eigenstates of the semi-infinite lead. Show that in the so called wide-band limit |ω| � t,

Σl,σ(iω) = −isgn(ω)|tl|2/t ≡ −isgn(ω)Γl. (330)

As a consequence, the SIAM with left and right lead attached reduces to a single interacting site with a
non-interacting Green function

G0,σ (iω) = 1
iω − (Vg + σh/2) + isgn(ω)Γ (331)

with Γ = ΓL + ΓR.

2. Introduce a Matsubara frequency cutoff G0,Λ(iω) = θ(|ω| − Λ)G0(ω). In a first step, neglect the flow of
the four-point vertex, i.e. set Γ(4)

Λ (ω1′σ, ω2′ σ̄;ω2σ̄, ω1σ) ≡ UΛ != U . Here σ̄ = −σ. From the self-energy
fRG flow equation, derive the flow of the effective level position V Λ

σ = Vg + σh/2 + ΣΛ
σ (excluding Γ!):

∂ΛV
Λ
σ = UΛV Λ

σ /π

(Λ + Γ)2 +
(
V Λ
σ̄

)2 . (332)

Confirm that the initial condition at large but finite Λi reads V Λ=Λi
σ = Vg + σh/2. Hint: This is not as

trivial as it might seem, show that the contribution of the terms Unσ/2 vanishes in the first part of the
fRG flow from Λ = ∞ to Λ = Λi where a convergence factor eiωη coming from the the interaction term
has to be considered.

3. Set Λi = 100, h = 0, U/Γ = 1, 10 or 25 and solve the flow equation numerically (e.g. with Mathematica)
to obtain Vσ ≡ V Λ=0

σ as a function of Vg/U . Plot both the dot occupation 〈n↑ + n↓〉 and the conductance
G(Vg) across the dot over Vg/U ∈ [−4, 4]. The conductance g(Vg) = g↑(Vg) + g↓(Vg) can be calculated
from gσ(Vg) = e2

h πΓρσ(0) where ρσ(ω) = − 1
π ImGσ(ω + i0+) is the dot spectral function analytically

continued to real frequencies. Fact: The simple expression for the conductance stems from the Kubo
formula, it only applies for T = 0, zero frequency, zero voltage and a single interacting site.

4. Compute the flow of the four-point vertex assuming that the six-point vertex does not contribute. Use
the frequency-independent approximation involving UΛ from above. You should find

∂ΛU
Λ =

2
(
UΛ
)2
V Λ
↑ V

Λ
↓ /π[

(Λ + Γ)2 +
(
V Λ
↑

)2
] [

(Λ + Γ)2 +
(
V Λ
↓

)2
] . (333)

74



Part II

Non-equilibrium and Keldysh formalism
7 Quantum dynamics and real-time Green functions

7.1 Expectation values

• Quantum average of observable O: 〈O〉 = 1
trρtr[Oρ] where ρ is the density matrix that describes the state

of the system and tr... =
∑
n 〈n|...|n〉 is the sum over expectation values of a basis.

• So far: Thermal equilibrium (in contact with bath of temperature T ):

– Canonical ensemble ρ = e−βH

– With particle exchange: Grand canonical ensemble e−(H−µN)β, the trace is also over all particle
numbers.

• Non-equilibrium: Not necessarily a bath present, possibly time-dependent Hamiltonian. Assume state is
known at t = t0 → −∞, e.g. ρ(t0) = e−βH .

7.2 Dynamics in Schrödinger and Heisenberg picture

• Schrödinger picture: State evolves in time, operators have only explicit time dependence,

|ψ(t)〉 = U(t, t0) |ψ(t0)〉 (1)

or for density matrix (von-Neumann equation)

ρ(t) = U(t, t0)ρ0U(t0, t) (2)

• Preparation: Time ordering operator for general operators A,B, puts later times to the left:

Tt
[
A(t)B(t′)

]
=
{
A(t)B(t′) : t > t′

ζB(t′)A(t) : t′ > t
(3)

where ζ encodes the statistics, ζ = +1 for bosons, ζ = −1 for fermions.
Note: H = c†c with c fermionic is a bosonic operator.
Similar: T̃t for anti-time-ordering (puts later times to the right).

• Time evolution operator mediates time evolution from t0 to t:

U(t, t0) = Tt exp
[
−i
ˆ t

t0

dτH(τ)
]

(4)

is solution of Schrödinger equation (since H(t) always appears on the left, interpret exponent as power
series):

i∂tU(t, t0) = H(t)U(t, t0). (5)

• Properties of U(t, t0):

– unitarity condition U †(t1, t2) = U(t2, t1)
– group properties: U(t, t) = 1 and U(t3, t2)U(t2, t1) = U(t3, t1).
– time-independent H: U(t, t0) = e−iH(t−t0).

• Time evolution of expectation value of operator O:

〈O〉 (t) = 1
trρ0

tr [OU(t, t0)ρ0U(t0, t)]
cycl.= 1

trρ0
tr

U(t0, t)OU(t, t0)︸ ︷︷ ︸
≡O(t)Heisenberg pic,

ρ0

 = 〈O(t)〉 (6)
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7.3 Zoo of real-time Green functions

Goal: Above: Expectation values with single time argument, now: two time arguments.

• Operators A,B:

– A(t), B(t) in Heisenberg picture.
– do not need to be hermitian.
– with ζ = ±1 for bosonic or fermionic operators

• Greater and lesser GF [correlation functions]:

G>AB(t, t′) = −i
〈
A(t)B(t′)

〉
G<AB(t, t′) = −iζ

〈
B(t′)A(t)

〉
• Retarded and advanced GF [response functions → Kubo]:

(with θ(0) ≡ 1/2 and [A,B]ζ = AB − ζBA is commutator or anti-commutator)

GRAB(t, t′) ≡ −iθ(t− t′)
〈[
A(t), B(t′)

]
ζ

〉
= +θ(t− t′)

(
G>AB(t, t′)−G<AB(t, t′)

)
GAAB(t, t′) ≡ +iθ(t′ − t)

〈[
A(t), B(t′)

]
ζ

〉
= +θ(t′ − t)

(
G<AB(t, t′)−G>AB(t, t′)

)
The retarded GRAB(t, t′) is only non-vanishing for t− t′ ≥ 0, the advanced GAAB(t, t′) for t− t′ ≤ 0.

• Relations at time t, t′:

G≶AB(t, t′) = −G≶
B†A†

(t′, t)∗

G>AB(t, t′) = ζG<BA(t′, t)
GAB†A†(t

′, t) = GRAB(t, t′)∗

GABA(t′, t) = ζGRAB(t, t′)

Equal time relations [recall θ(0) = 1/2]:

GR (t, t) +GA (t, t) = 0
GR (t, t)−GA (t, t) = −i [A,B]ζ

• Time ordered GF (for computation):

GTA,B(t, t′) = −i
〈
TtA(t)B(t′)

〉
= θ(t− t′)G>AB(t, t′) + θ(t′ − t)G<AB(t, t′)

and anti-time ordered GF

GT̃A,B(t, t′) = −i
〈
T̃tA(t)B(t′)

〉
= θ(t′ − t)G>AB(t, t′) + θ(t− t′)G<AB(t, t′)

• Redundancy relation:

GTA,B(t, t′) +GT̃A,B(t, t′)−G>AB(t, t′)−G<AB(t, t′) = 0 (7)
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• For later: Keldysh GF:
GKA,B

(
t, t′
)
≡ G<A,B

(
t, t′
)

+G>A,B
(
t, t′
)

(8)

and the above relations imply the “anti-hermitian” property::

GKA,B
(
t, t′
)

= −GKB†,A†
(
t, t′
)? (9)

Parametrization with hermitian matrix F :

GK(t, t′) =
ˆ
dt′′

[
GR(t, t′′)F (t′′, t′)− F (t, t′′)GA(t′′, t′)

]
→ GK = GR · F − F ·GA

• Temporal FT for stationary state where G(t, t′) != G(t− t′):

G(ω) =
ˆ ∞
−∞

dt eiωtG(t)

G(t) = 1
2π

ˆ ∞
−∞

dω e−iωtG(ω)

7.4 Green functions in thermal equilibrium and Fluctuation-dissipation theorem

• In equilibrium, we can work in frequency representation.
All GFs can be calculated from the spectral density:

AA,B (ω) ≡ iGRA,B(ω)− iGRB†,A†(ω)? (10)

• Definition: “Real” and “imaginary” parts of Green function (not the same as for complex numbers).
Applies for retarded, advanced and time-ordered GF:

G(T,R,A) = RG(T,R,A) + iIG(T,R,A) (11)

RG
(T,R,A)
A,B (ω) ≡ 1

2
(
G

(T,R,A)
A,B (ω) +G

(T,R,A)
B†,A†

(ω)?
)

IG
(T,R,A)
A,B (ω) ≡ 1

2i
(
G

(T,R,A)
A,B (ω)−G(T,R,A)

B†,A†
(ω)?

)
Relations:

RGR = RGA = RGT (12)

IGR = −IGA = −1
2A (13)

• Integral relation (only for eq.!): Shift t-integration from real axis to the line t− iβ:
ˆ
dt eiωt 〈A(t)B(0)〉 = eωβ

ˆ
dt eiωt 〈B(0)A(t)〉 (14)

• Use the above to get for retarded and advanced GF:

IGRA,B(ω) = −IGAA,B(ω)

= −1
2

ˆ ∞
−∞

dt eiωt 〈A(t)B(0)− ζB(0)A(t)〉 (15)

= − i2
(
1− ζe−ωβ

)
G>A,B (ω)
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and similar for time-ordered GF

IGTA,B(ω) = − i2
(
1 + ζe−ωβ

)
G>A,B (ω)

Combining the last two equations, we find

IGR = −IGA = 1− ζe−βω

1 + ζe−βω
IGT (ω) (16)

• IGRA,B(ω) determines full GRA,B(ω): Find full retarded GF with θ(t) = 1
2πi
´ +∞
−∞ dω eiωt

ω−iη and convolution:

GRA,B(ω) = − 1
2π

ˆ +∞

−∞
dω′

1
ω′ − ω − iη

ˆ ∞
−∞

dt eiω
′t 〈A(t)B(0)− ζB(0)A(t)〉

[(15)] = 1
π

ˆ +∞

−∞
dω′

IGRA,B(ω′)
ω′ − ω − iη

= 1
π

ˆ +∞

−∞
dω′
−1

2AA,B(ω′)
ω′ − ω − iη

• Similar:

G>A,B(ω) = − iAA,B(ω)
1− ζe−ωβ

G<A,B(ω) = + iAA,B(ω)
1− ζe+ωβ

• Keldysh GF:

GKA,B(ω) ≡ G<A,B(ω) +G>A,B(ω) = −iAAB(ω)e
βω + ζ

eβω − ζ
=
[
GR (ω)−GA (ω)

] eβω + ζ

eβω − ζ
(17)

This is also called the fluctuation - dissipation theorem. It only holds in equilibrium.
Fluctuation is related to the equilibrium correlation function G≷, dissipation to the imaginary part of
the response functions IGR.

7.5 Contour ordered Green function

• Assume the state of a system at t → −∞, ρ(−∞) is known. Recall Eq. (6) for expectation value of
operator O:

〈O〉 (t) = 1
trρ(t)tr [U(−∞, t)OU(t,−∞)ρ(−∞)]

This is shown schematically in Fig. 21(a) in solid lines.

• Extend the time evolution from −∞ to +∞ (top) and back (bottom), see dashed contour also called
Keldysh-contour. Formally, insert 1 = U(t,+∞)U(+∞, t) in front of O:

〈O〉 (t) = 1
trρ(t)tr [U(−∞, t)U(t,+∞)U(+∞, t)OU(t,−∞)ρ(−∞)]

= 1
trρ(t)tr [U(−∞,+∞)U(+∞, t)OU(t,−∞)ρ(−∞)]

Note: Operator O could equally well be inserted on backward branch of contour, standard choice: O/2
on both branches.
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real time(a)

(b)

Figure 21: (a) Expectation value 〈O(t)〉 evaluated on the Keldysh contour. (b) Time-slice convention for the
construction of functional integral representation of partition function.

• Two operators A,B on contour (either on top [+] or bottom branch [-]):
Define contour ordering operator Tc in analogy to time-ordering operator (move lower branch to left).
Contour-ordered Green function:

GA,B
(
t, t′
)
≡ −i

〈
TcA±(t)B±(t′)

〉
=
(
GTA,B (t, t′) G<A,B (t, t′)
G>A,B (t, t′) GT̃A,B (t, t′)

)
=
(

time ordered lesser
greater anti− time ordered

)
(18)

7.6 Exercises

7.6.1 Harmonic oscillator: Green function, spectral density and equation of motion technique

The Hamiltonian for a 1D quantum-mechanical oscillator with mass m and frequency ω0 reads

H = 1
2mp2 + 1

2mω
2
0x

2 (19)

where momentum and position operators satisfy [p, p] = 0 = [x, x] and [p, x] = −i.

1. Introduce the bosonic creation operator a = x
√
mω0/2 + ip/

√
2mω0 to rewrite the Hamiltonian as

H = ω0(a†a + 1/2). For the operators A = a and B = a†, find the Heisenberg time-evolution, a(t) and
a†(t). Assume thermal equilibrium at temperature T , find the greater and lesser Green functions G≷

aa†
,

the retarded and advanced Green function GR,A
aa†

and the time ordered Green function GT
aa† , both in time

and frequency domain. Confirm that the spectral density reads Aaa† = 2πδ(ω − ω0).

2. Use your results in 1.) to find the retarded Green function for the position operator

GRxx(t) = −θ(t) 1
mω0

sin (ω0t) . (20)

Find the same result from the equation-of-motion technique, which does not require a diagonalization of
the Hamiltonian: Take the definition of GRxx(t), apply two t-derivatives and solve the resulting differential
equation.

8 Keldysh functional integral

8.1 Generating function Z[V ]

• Define time-evolution operator on closed time contour c:

Uc ≡ U (−∞,+∞)U (+∞,−∞) = 1 (21)
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• Add source-terms: H(t)→ H±(t) = H(t)±OV (t) where V (t) is a function and H+ is applied on forward
branch of c, H− on backward branch. Thus

Uc → Uc [V ] (22)

• “Partition function” (generating function)

Z[V ] ≡ 1
trρ(−∞)tr {Uc [V ] ρ(−∞)} (23)

We can compute 〈O〉 (t) from generating functional as

〈O〉 (t) = i

2
δZ[V ]
δV (t) |V=0 (24)

Proof:

i

2
δZ[V ]
δV (t) |V=0 = i

2
1

trρ(−∞)tr
{

δ

δV (t)Uc [V ] ρ(−∞)
}
|V=0

= i

2
1

trρ(−∞)

tr
{
δU−V (−∞,+∞)

δV (t) U+V (+∞,−∞) ρ(−∞) + U−V (−∞,+∞) δU+V (+∞,−∞)
δV (t) ρ(−∞)

}
|V=0

and use

δU+V (+∞,−∞)
δV (t) |V=0 = δ

δV (t)Tt exp
[
−i
ˆ +∞

−∞
dτH(τ) +OV (τ)

]
|V=0

= U (+∞, t) (−iO)U (t,−∞)

• Remarks:

– Without source field, partition function is normalized: Z[V = 0] = 1.
– If source-field is different on the two branches, have Uc [V ] 6= 1 and Z[V ] 6= 1.

8.2 Functional integral representation for Z[V ] (Bosons)

General construction

• First start without source terms (V = 0)

• Bosonic Hamiltonian in 2nd quantization with all creation operators left of annihilators (“normal or-
dered”). The operators fulfill [an, a†m] = δnm, assume M degrees of freedom l = 1, 2, ...,M :

H
(
a†, a

)
=
∑
l,m

tlma
†
l am +

∑
l,m,n,o

Ulmnoa
†
l a
†
manao (25)

• Take standard steps to coherent state functional integral, pay attention to (+) or (-) contour.

• Slice closed time contour c into 2N − 2 intervals so that t1 = −∞ = t2N and tN = +∞ = tN+1, see
Fig. 21(b).

• Insert resolution of identity operator using bosonic coherent states:
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Def. coherent state |φ〉 = e
∑M

l=1 φla
†
l |0〉, φl ∈ C overlap 〈φ|ψ〉 = e

∑
l
φ?l ψl

action of al al |φ〉 = φl |φ〉 identity 1 =
´ ∏

l

dφ?l dφl
π︸ ︷︷ ︸

d(φ?,φ)

e−
∑

l
φ?l φl |φ〉 〈φ|

action of a†i 〈φ| a†l = 〈φ|φ?l trace trO =
´
d(φ?, φ)e−

∑
l
φ?i φl 〈φ|O|φ〉

useful identity
〈
φ|ca†a|ψ

〉
= eφ

?ψc

• The last identity is non-standard for equilibrium applications, it can be proven as follows: f(c) =〈
φ|ca†a|ψ

〉
, ∂cf(c) =

〈
φ|a†aca†a−1|ψ

〉
. We note that for an arbitrary function g, we have g(a†a)a =

ag(a†a− 1). This is clear by acting on basis vector |n〉 which yields g(a†a)a |n〉 = g(n− 1)
√
n |n− 1〉 on

the left and on the right ag(a†a − 1) |n〉 =
√
ng(n − 1) |n〉 . Then we find ∂cf(c) =

〈
φ|a†aca†a−1|ψ

〉
=〈

φ|a†ca†aa|ψ
〉

= φ?ψf(c). This can be uniquely solved as f(c) = ecφ
?ψ since indeed f(c = 1) = 〈φ|ψ〉 =

eφ
?ψ.

• We label time-steps by j = 1, 2, .., 2N : We use the formula for the trace and Uc = U−δt...U−δt ·1 ·Uδt...Uδt
for the second step:

Z = 1
trρtr {Ucρ}

= 1
trρ

ˆ
d(φ?2N , φ2N )e−

∑
l
|φ2N,l|2 〈φ2N |Ucρ|φ2N 〉

= 1
trρ

ˆ 2N∏
j=1

d(φ?j , φj) 〈φ2N |U−δt|φ2N−1〉 · · · 〈φN+2|U−δt|φN+1〉 〈φN+1|1|φN 〉

× 〈φN |Uδt|φN−1〉 · · · 〈φ2|Uδt|φ1〉 〈φ1|ρ|φ2N 〉exp

− 2N∑
j=1

M∑
l=1
|φn,l|2


Evaluate matrix elements for δt→ 0 (keep [2N − 2]dt fixed) where we use that H is normal ordered and
approximately time-independent on a time-scale δt:

〈φj |U±δt|φj−1〉 =
〈
φj |e∓iδtH(a†

l
,al)|φj−1

〉
=

〈
φj |1∓ iδtH(a†l , al) +O(δt2)|φj−1

〉
= 〈φj |φj−1〉

[
1∓ iδtH(φ?j,l, φj−1,l) +O(δt2)

]
= eφ

?
jφj−1

[
e∓iδtH(φ?j,l,φj−1,l) +O(δt2)

]
Insert in expression for Z (suppress l and recall φN+1 = φN ):

Z = 1
trρ

ˆ 2N∏
j=1

d(φ?j , φj) exp

 2N∑
j=2

φ?jφj−1 − iδt
N∑
j=2

H(φ?j , φj−1) + iδt
2N∑

j=N+2
H(φ?j , φj−1)−

2N∑
j=1
|φj |2

 〈φ1|ρ|φ2N 〉

(26)

Example: Single bosonic mode

• Consider single bosonic mode H = ω0a
†a starting out in equilibrium:

ρ(−∞) ≡ ρ = e−βH = e−βω0a†a (27)

• Preparations:

– Normalization: trρ =
∑∞
n=0 e

−βω0n = 1/(1− e−βω0).
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– with identity from table:
〈
φ1|e−βω0a†a|φ2N

〉
= exp

(
e−βω0φ?1φ2N

)
• Find matrix iG−1 in:

Z = 1
trρ

ˆ 2N∏
j=1

d(φ?j , φj) exp

i 2N∑
j,j′=1

φ?jG
−1
jj′φj′

 (28)

with the 2N × 2N -matrix (here N = 3)

i
[
G−1

]
jj′

=



−1 0 0 0 0 e−βω0

h− −1 0 0 0 0
0 h− −1 0 0 0
0 0 1 −1 0 0
0 0 0 h+ −1 0
0 0 0 0 h+ −1


(29)

where h− = 1− iδtω0 and h+ = 1+iδtω0.

• Check normalization Z = 1: The functional integral yields 1/det
(
−iG−1). Expand the determinant with

respect to the top row, use for upper or lower triangular matrix: detT = t11t22... ,

det
(
−iG−1

)
= det

(
[iG]−1

)
= (−1)(−12N−1)− e−βω0 (1− iδtω0)N−1 1 (1+iδtω0)N−1

= 1− e−βω0
(
1 + δt2ω2

0

)N−1

= 1− e−βω0

(
1 + (N − 1) δt

2ω2
0

N − 1

)N−1

' 1− e−βω0 exp
[
(N − 1)δt2ω2

0

]
{δtN = const.} ' 1− e−βω0

As a result, normalization is confirmed:

Z = 1− e−βω0

1− e−βω0
= 1. (30)

Continuum limit

• Take continuum limit as N →∞, δt→ 0 with Nδt = const.

• For forward branch φj=1,2,..,N → φ+(t),
∑N
j=1 δt →

´ +∞
−∞ dt, and φ?jφj−1−φ?jφj = −δtφ?j

φj−φj−1
δt →

−φ?+(t)∂tφ+(t).
Likewise on backward branch.

• Find:
Z =

ˆ
φ+(∞)=φ−(∞)

D
[
φ?+, φ+, φ

?
−, φ−

]
eiS[φ+,φ−] 〈φ+ (−∞) |ρ|φ− (−∞)〉 (31)

with

S [φ+, φ−] = +
ˆ +∞

−∞
dt

[∑
l

φ?+,l(t)i∂tφ+,l(t)−H
[
φ?+(t), φ+(t)

]]

−
ˆ +∞

−∞
dt

[∑
l

φ?−,l(t)i∂tφ−,l(t)−H
[
φ?−(t), φ−(t)

]]

and

D
[
φ?+, φ+, φ

?
−, φ−

]
≡ 1

trρ · lim
N→∞

ˆ 2N∏
j=1

d(φ?j , φj) (32)
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• Remarks:

– Keep in mind: Continuum notation is just an abbreviation for discrete form.
– Compare to equilibrium formalism, Z =

´
D[φ?, φ]e−S[φ] with S =

´ β
0 dτφ?(τ)∂τφ(τ)+H[φ?(τ), φ(τ)].

We now have two copies of the field in real-time for forward and backward branch, with opposite
signs of the action (−).

– The field φ+ is coupled to field φ− at the two boundaries, φ+(∞) = φ−(∞) and 〈φ+ (−∞) |ρ|φ− (−∞)〉.
These are the entries of the off-diagonal blocks of i

[
G−1] in Eq. (29).

Green functions (for single bosonic mode)

• Find two-point function (no factor of 1/Z!), use Gaussian integral identity:

〈
Tcaja

†
j′

〉
=
〈
φjφ

?
j′

〉
≡ 1

trρ

ˆ 2N∏
k=1

d(φ?k, φk)φjφ?j′ exp

i 2N∑
k,k′=1

φ?kG
−1
kk′φk′

 = iGjj′ (33)

• Back to simple model H = ω0a
†a, can invert G−1 explicitly (ρ ≡ e−βω0), here for N = 3 (but generaliza-

tion to arbitrary N straightforward)

iG = 1
det (−iG−1)



1 ρh2
+h− ρh2

+ ρh2
+ ρh+ ρ

h− 1 ρh2
+h− ρh2

+h− ρh+h− ρh−
h2
− h− 1 ρh2

+h
2
− ρh+h

2
− ρh2

−
h2
− h− 1 1 ρh2

−h+ ρh2
−

h2
−h+ h−h+ h+ h+ 1 ρh2

−h+
h2
−h

2
+ h−h

2
+ h2

+ h2
+ h+ 1





φ1 = φ+,1
...

φN = φ+,N
φN+1 = φ−,N

...
φ2N = φ−,1


(34)

• Read off four different propagators G≷,T,T̃ defined above, depending on choice of φ±:

iG<jl ≡
〈
φ+,jφ

?
−,l

〉
=
e−βω0hl−1

+ hj−1
−

det (−iG−1)

iG>jl ≡
〈
φ−,jφ

?
+,l

〉
=

hN−j+ hN−l−
det (−iG−1)

iGTjl ≡
〈
φ+,jφ

?
+,l

〉
=

hj−l−
det (−iG−1)

{
1 : j ≥ l
e−βω0(h+h−)N−1 : j < l

iGT̃jl ≡
〈
φ−,jφ

?
−,l

〉
=

hl−j+
det (−iG−1)

{
e−βω0(h+h−)N−1 : j > l

1 : j ≤ l

• Continuum limit, (h+h−)N → 1 as before. Use hj± =
(
1± i δtjj ω0

)j
→ e±iω0δtj = e±iω0t, and det

(
−iG−1) =

1− e−βω0 and the boson number nB = e−βω0
1−e−βω0 = 1

eβω0−1

iG<
(
t, t′
)

= nBe
−iω0(t−t′)

iG>
(
t, t′
)

= (nB + 1) e−iω0(t−t′)

GT (t, t′) =
{
G>(t, t′) : t ≥ t′

G<(t, t′) : t < t′
(35)
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GT̃ (t, t′) =
{
G>(t, t′) : t′ ≥ t
G<(t, t′) : t′ < t

(36)

Up to the case t = t′ (see below), this is in agreement with the result from the operator formalism in
Sec. 7.3 and Ex. 7.6.1.

• Equal times: The last two lines differ from the convention θ(0) = 1/2 put forward in Sec. 7.3! This should
not bother us because:

– In any of the two conventions: GR(t, t) +GA(t, t) = GT (t, t)−GT̃ (t, t) = 0 and GR(t, t)−GA(t, t) =
G>(t, t)−G<(t, t) = −i (the commutator). This is what matters for practical calculations.

– The redundancy relation (7) is modified at equal times:

GT (t, t′) +GT̃ (t, t′)−G>(t, t′)−G<(t, t′) =
{

0 : t 6= t′

1 : t = t′
(37)

The right hand side is defines a manifold of measure zero and does not bother us further in the next
section.

Keldysh rotation (for generic bosons)

• Idea: Take into account the redundancy relation (7) in a simple form. Find retarded, advanced and
Keldysh Green functions.

• Define new fields in terms of rotation applied to φ± (analogous for φ?±):

φc(t) ≡
1√
2

(φ+(t) + φ−(t))

φq(t) ≡
1√
2

(φ+(t)− φ−(t))

They are called “classical” and “quantum” components.

• The rotation yields for
iGαβ(t, t′) ≡

〈
φα(t)φ?β(t′)

〉
(38)

with α, β ∈ {c, q}:

G = 1
2

(
1 1
1 −1

)(
GT G<

G> GT̃

)(
1 1
1 −1

)
=
(
GK(t, t′) GR(t, t′)
GA(t, t′) 0

)
(39)

and we identify the retarded (R), advanced (A) and Keldysh (K) component introduced above in Sec. 7.3.
The zero in the bottom right (

〈
φq(t)φ?q(t′)

〉
= 0) is the consequence of Eq. (37).

• Example for single bosonic mode H0 = ω0a
†a (see Ex. 7.6.1):

Gaa†
(
t, t′
)

= −ie−iω0(t−t′)
(

2nB + 1 θ(t− t′)
−θ(t′ − t) 0

)
(40)

and the Fourier-trafo is

Gaa† (ω) =
(
−i2πδ (ω0 − ω) [2nB + 1] 1

ω−ω0+iη
1

ω−ω0−iη 0

)
(41)

• Graphical representation for −i
〈
φα(t)φ?β(t′)

〉
. Conventions:

– classical field φc - solid line
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– quantum field φq - dashed line
– arrow from φ?β(t′) to φα(t)

Keldysh action

• Non-interacting case: Want action S[φc, φq] such that〈
φα(t)φ?β(t′)

〉
=
ˆ
D [φc, φq]φα(t)φ?β(t′)eiS[φc,φq ] (42)

reproduces Eq. (39). Need

S[φc, φq] =
ˆ +∞

−∞
dtdt′

(
φ?c(t), φ?q(t)

)( 0
[
G−1]A (t, t′)[

G−1]R (t, t′)
[
G−1]K (t, t′)

)
︸ ︷︷ ︸

≡G−1

(
φc(t′)
φq(t′)

)
(43)

with the condition:

G−1 ·G =
(

0
[
G−1]A[

G−1]R [
G−1]K

)
·
(
GK GR

GA 0

)
= 1 ≡

(
δ(t− t′) 0

0 δ(t− t′)

)
(44)

• Written in components, we have the following non-trivial conditions:
ˆ
dt′′

[
G−1

]A
(t, t′′)GA(t′′, t′) = δ(t− t′)

ˆ
dt′′

[
G−1

]R
(t, t′′)GR(t′′, t′) = δ(t− t′)[

G−1
]R
GK +

[
G−1

]K
GA = 0

or [
G−1

]A
=

[
GA
]−1

[
G−1

]R
=

[
GR
]−1

[
G−1

]K
= −

[
G−1

]R
·GK ·

[
G−1

]A
= −F ·

[
GA
]−1

+
[
GR
]−1
· F

where in the last step, we used GK = GR · F − F ·GA. Note:
[
G−1]K 6= [

GK
]−1

!

• Main features (“Causality structure”, remains intact even with interactions):

– S[φc, φq = 0] ↔ c - c block of quadratic action = 0 : If φq = 0, then φ+ = φ− and the action on the
forward and backward branch is canceled.

– The q − c and c − q sub-matrices
[
G−1]A and

[
G−1]R of G−1 are mutually hermitian conjugated

lower and upper triangular matrices in the time-domain. Indeed, in Sec. 7.3 we found for A = B†:
GA(t′, t) = GR(t, t′)∗

– The q − q component is anti-hermitian, GK(t′, t) = −GK(t, t′)∗. It is responsible for convergence of
functional integral and keeps information about distribution function.
For the single bosonic mode model, we have

[
G−1]K ∝ η, it becomes finite if interactions are added.
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External sources

• For the computation of observables, want to include source-fields Z → Z[V ], see Eq. (23). Recall sources
should be different on forward and backward branch, assume the following coupling V+(t)φ?+(t)φ+(t) and
V−(t)φ?−(t)φ−(t).

• Keldysh-rotation for source fields:

Vc(t) = 1
2 (V+(t) + V−(t))

Vq(t) = 1
2 (V+(t)− V−(t))

Note:

– For Vq = 0, we have V+ = V− and thus Z[Vc, Vq = 0] = 1.
– Source-field has only one time argument, Vc,q(t, t′) ∝ δ(t− t′).

• Keldysh action in continuum:

S =
ˆ +∞

−∞
dtdt′

(
φ?c(t), φ?q(t)

)
G−1(t, t′)

(
φc(t′)
φq(t′)

)
−
ˆ +∞

−∞
dt
(
φ?c(t), φ?q(t)

)( Vq(t) Vc(t)
Vc(t) Vq(t)

)(
φc(t)
φq(t)

)
(45)

• Partition function from Gaussian integral

Z[Vc, Vq] = 1
tr(ρ)

1
det (−iG−1 + iV ) = 1

det (1−G · V ) = exp (−tr ln (1−G · V )) (46)

where the trace runs over Keldysh-matrix index and time.

Example (single bosonic mode):

• Compute observable

i
δZ[Vc, Vq]
δVq(t)

|Vc,q=0 =
〈
φ?c(t)φc(t) + φ?q(t)φq(t)

〉
=
〈
φ?+(t)φ+(t) + φ?−(t)φ−(t)

〉
(47)

We compute both sides of Eq. (47) separately:

1. Right-hand side:

• Recall that φ?+(t) is infinitesimally temporally earlier than φ+(t). The opposite is true on the
backward (-) branch.

• Recall that in the functional integral formalism〈
Ta†(t1)a(t2)

〉
=̂
〈
φ?±(t1)φ±(t2)

〉
(48)

• We find: 〈
φ?+(t)φ+(t) + φ?−(t)φ−(t)

〉
=

〈
φ?+(t+ η)φ+(t) + φ?−(t− η)φ−(t)

〉
=

〈
Ta†(t+ η)a(t) + Ta†(t− η)a(t)

〉
=

〈
a†(t)a(t) + a(t)a†(t)

〉
= 2

〈
a†(t)a(t)

〉
+ 1

= 2nB + 1
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2. Left-hand side:

i
δZ[Vc, Vq]
δVq(t)

|Vc,q=0 = i
δ exp (−tr ln (1−G · V ))

δVq(t)
|Vc,q=0

= −itr
[
(1−G ·V)−1 (−G) δV

δVq(t)

]
|Vc,q=0

= i

ˆ
dt′tr2

[
G(t′, t)

(
1 0
0 1

)
δ(t, t′)

]
= iGK(t, t)

and we use from Eq. (40) that iGK(t, t′) = e−iω0(t−t′)(2nB + 1) and we obtain the result 2nB + 1 already
found from the right hand side.

8.3 Exercises

8.3.1 Driven Harmonic oscillator

A quantum harmonic oscillator H0 = ω0a
†a is coupled to a time-dependent driving field U(t),

H(t) = H0 + U(t)
(
a+ a†

)
/
√

2, (49)

where a(†) are bosonic operators and the driving field vanishes for t → ±∞. This non-interacting but non-
equilibrium problem can be treated exactly using the Keldysh formalism. Assume that the oscillator starts out
in the ground state at t→ −∞.

1. Upgrade U(t) to a source field U±(t). Note that U± couples differently to the fields φ,φ? compared to the
source V± used in the lecture. Write down the generating functional Z[U+, U−] for H(t) in the continuum
notation. Perform the Keldysh rotation (2Uc/q = U+ ± U−) and introduce the (inverse of the) matrix of
non-driven harmonic oscillator Green functions

G(t, t′) =
(
GK GR

GA 0

)
(t, t′) (50)

which you can take from Eq. (40). Evaluate Z[Uc, Uq] by performing the Gaussian integral and show that
Z[Uc, Uq = 0] = 1.

2. From introductory quantum mechanics, we expect that the periodically driven Harmonic oscillator will
end up in a coherent state with 〈a〉 = α 6= 0 and n =

〈
a†a

〉
= |α|2. We want to find α. Compute the

functional derivative iδZ [Uc, Uq] /δUq(t)|Uq=0 from Z[Uc, Uq] found in part 1. To which expectation value
in terms of the operators a(†)(t) does this correspond? Show that in the limit t→∞, the coefficient α is
given by the Fourier transform of Uc(t) ≡ U(t) (up to an unimportant factor

√
2eiϕ).

3. Take a periodic driving field with Gaussian envelope U(t) = U0 cos (ωt) e−t2/4T 2 . Assume T much larger
than ω and ω0. Compute the final occupation number n = |α|2. Which driving frequency ω maximizes
n?

9 Interactions, self-energy and kinetic equation

9.1 Interactions

• Consider interacting part of bosonic Hamiltonian (now in D-dim real space, contact interaction):

Hint = g

ˆ
dxa†(x)a†(x)a(x)a(x) (51)
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which yields in terms of the action:

Sint = −g
ˆ
dx
ˆ
c
dtφ?(x, t)φ?(x, t)φ(x, t)φ(x, t) (52)

= −g
ˆ
dx
ˆ +∞

−∞
dt
[(
φ?+φ+

)2 − (φ?−φ−)2]
(rot.) = −g

ˆ
dx
ˆ +∞

−∞
dt
[
φ?cφ

?
qφcφc + φ?cφ

?
qφqφq + c.c.

]
Remarks:

– Sint vanishes for φq = 0, just like the quadratic action.
– Diagrammatic notation with the rules defined below Eq. (39).

+ c.c. (all arrows reversed)

• Interactions maintain normalization (Z = 1): Check via perturbation theory to order g and g2, see
Ex. 9.4.1.

9.2 Dyson equation

• Although Z = 1 is maintained with interactions, the propagators are modified (“dressed”). They are
defined as:

G = −i
〈
φαφ

?
β

〉
= −i

ˆ
D[φc, φq]φαφ?βeiS0+iSint (53)

Perturbative expansion in g and Wick-theorem generates various diagrams (internal vertices: sum over
Keldysh-indices, integrate over space-time coordinates)

– Disconnected diagrams vanish due to Z = 1, they contain
〈
Sn>0
int

〉
0

= 0.

– Irreducible diagrams contribute to the self-energy Σ (without external legs).
– One-line reducible diagrams are taken into account via the Dyson equation (“·” includes t-integrals!).

G = G0 +G0 · Σ ·G0 +G0 · Σ ·G0 · Σ ·G0 + ...

= G0 +G0 · Σ ·G

or
G =

[
G−1

0 − Σ
]−1
⇔
(
G−1

0 − Σ
)
·G = 1 (54)

=0 (Z=1)
contributes to self-energy taken into account via Dyson equation
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• The Keldysh self-energy has the same causality structure as G−1
0 (similar perturbation theory arguments

as for Z = 1):

Σ =
(

0 ΣA

ΣR ΣK

)
(55)

The Dyson equation then reads: 0
(
GA0

)−1
− ΣA(

GR0

)−1
− ΣR

(
G−1

0

)K
− ΣK

 · ( GK GR

GA 0

)
= 1 (56)

Remark:
(
G−1

0

)K
= 2iηF can be omitted if ΣK 6= 0.

• What are the terminal fields for the self-energy diagrams? For the irreducible diagrams appearing in the
perturbative expansion of G, we find in components and using Eq. (55),(

GK GR

GA 0

)
|irr =

(
GR0 · ΣK ·GA0 +GK0 · ΣA ·GA0 +GR0 · ΣR ·GK0 GR0 · ΣR ·GR0

GA0 · ΣA ·GA0 0

)
(57)

This tells us which diagrams should be accounted for as ΣR,A,K , see the figure below. In other words,
Eq. (55) is to be understood in φ?−φ space (while G is a matrix in φ−φ? space). The irreducible Keldysh
Green function GK |irr has also contributions involving ΣR,A, but we show only the one including ΣK .

9.3 Kinetic equation

• Assume particles with parabolic dispersion: From the path integral formulation, we recall:(
GR,A0

)−1 (
tx, t′x′

)
= δ

(
t− t′

)
δ(x− x′)

[
i∂t + 1

2m∇
2
x ± iη − Vc(x, t)

]
(58)

• Write the Dyson equation in components. For the diagonal elements,
ˆ
dt′′dx′′

(
i∂t + 1

2m∇
2
x − Vc(x, t)− ΣR(A)(t− t′′,x− x′′)

)
GR(A)(t′′x′′, tx′) = δ

(
t− t′

)
δ(x− x′) (59)

which, for Vc = 0 (space-time translational invariance) can be solved via Fourier transform ofGR(A)(x, x′) =
GR(A)(x− x′):

GR(A)(k, ω) = 1
ω − k2/(2m)− ΣR(A)(k, ω)

(60)

We see that

– ReΣR(k, ω) = ReΣA(k, ω) modifies (“renormalizes”) the dispersion E = k2/(2m) → k2/(2m) +
ReΣR(A)(k, ω) of the particle.

– ImΣR(k, ω) = −ImΣA(k, ω) has the meaning of an inverse life-time for a particle in eigenstate k.

• From the remaining component of the Dyson equation:

[
(
GR0

)−1
− ΣR]︸ ︷︷ ︸

(GR)−1

· GK︸︷︷︸
GR·F−F ·GA

= ΣK ·GA (61)
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Multiply from the right by
(
GA0

)−1
− ΣA =

[
GA
]−1

:

F ·
((
GA0

)−1
− ΣA

)
−
((
GR0

)−1
− ΣR

)
· F = ΣK (62)

and we obtain the quantum kinetic equation for the matrix F (“distribution matrix”):

F ·
(
GA0

)−1
−
(
GR0

)−1
· F = ΣK −

(
ΣR · F − F · ΣA

)
(63)

• Usage: Usually, obtain ΣR,A,K from perturbation theory. Then use Eq. (63) to find F .

Wigner transform

• Kinetic equation for F (x1, x2) [x = (x, t)] is usually too difficult to solve.

• Assume there is separation of intrinsic and extrinsic [Vc(x, t)] time and length scales (e.g. external potential
smooth compared to wavelength of particle).

• Wigner transform for A(x1, x2): Keep center coordinate (x1 + x2)/2, do Fourier trafo with respect to
relative coordinate x1−x2 only. Use p = (p, ω) and convention px = p ·x−ωt (and ∂x∂p = ∇x∇p−∂t∂ω)

A(x, p) =
ˆ
dx′e−ipx

′
A
(
x+ x′/2, x− x′/2

)
(64)

and the inverse transform is

A(x1, x2) =
∑
p

eip(x1−x2)A

(
x1 + x2

2 , p

)
. (65)

• Consider Wigner trafo of function C = A ·B which means C(x1, x2) =
´
dx3A(x1, x3)B(x3, x2) (“convo-

lution”). In Ex. 9.4.2, one shows the following:
If for A(x, p) and B(x, p) the dependence on the central coordinate x is slow, one has (no “·”!)

C(x, p) ' A(x, p)B(x, p) + i

2 (∂xA(x, p)∂pB(x, p)− ∂pA(x, p)∂xB(x, p)) (66)

and corrections would include higher order derivatives ∂2,3,4,...
x which are supposed to be weak.

• From this, it follows

[A;B] ≡ A ·B −B ·A ' i (∂xA(x, p)∂pB(x, p)− ∂pA(x, p)∂xB(x, p)) (67)

where the notation [.; .] should remind us that we are dealing with “·”.

Wigner transform of kinetic equation

• Idea: Apply the Wigner transform on both sides of the kinetic equation (63).

• Left-hand side: We have with the free particle assumption (58) (can drop ±iη terms in this context):

lhs =
[
F ; i∂t + 1

2m∇
2
x − Vc(x, t)

]
(68)

The function Vc(x, t) = Vc(x) is considered to have slow coordinate dependence only, i.e. Vc(x, p) = Vc(x).
Then

[F ;−Vc(x)] = −i

∂xF∂pVc(x, p)︸ ︷︷ ︸
0

− ∂pF∂xVc(x, p)

 = i∂xVc(x)∂pF (69)
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Other terms: The Wigner transform of the translational invariant operator i∂t is ω, of ∇2
x it is −p2. Also

use ∂x∂p = ∇x∇p − ∂t∂ω:

[F ; i∂t] = i (∂xF∂pω − ∂pF∂xω) = −i∂tF[
F ; 1

2m∇
2
x

]
= −i2m

(
∂xF∂pp2 − ∂pF∂xp2

)
= −i
m

p∇xF

• Right-hand side: Use ΣA(x, p) =
[
ΣR(x, p)

]?
:

rhs = ΣK −
(
ΣR · F − F · ΣA

)
= ΣK − F

(
ΣR − ΣA

)
− i

2
(
∂xΣR∂pF − ∂pΣR∂xF

)
+ i

2
(
∂xF∂pΣA − ∂pF∂xΣA

)
= ΣK − 2iF ImΣR − i∂x

[
ReΣR

]
∂pF + i∂p

[
ReΣR

]
∂xF

• Final result: Multiply by i, move all derivatives of F on the lhs and expand x = (x, t) and p = (p, ω).
(
1− ∂ω

[
ReΣR

])
∂t + ∂tṼ (x, p)∂ω +

( 1
m

p +∇p
[
ReΣR

])
︸ ︷︷ ︸

ṽp

∇x −∇xṼ (x, p)∇p

F = iΣK + 2F ImΣR︸ ︷︷ ︸
collision integral

(70)
with the effective potential

Ṽ (x, p) ≡ Vc(x) + ReΣR(x, p). (71)

• Remark:

– The left-hand side contains the self-energy enhanced single particle dynamics of F .
– The right-hand side of Eq. (70) is called the “collision integral” Icoll[F ], it will be caused by inter-

actions or disorder.
– Can use generalized dispersion 1

2mp2 → ωp. This leads to vp = 1
mp→ ∇pωp.

– Consider static situation, such that all ∂t → 0. The left-hand side is zero for any F (x, p) = F (ω).
The only such function which nullifies the right-hand side is the equilibrium solution

F eq(ω) = coth (ω − µ) /(2T ) (72)

Mass-shell approximation

• Shift the energy argument ω of the distribution function F

F (x, t,p, ω) = F̃ (x, t,p, ω − ωp − Ṽ (x, p)︸ ︷︷ ︸
≡ω̃

) (73)

where ω̃ is the renormalized energy.

• Express the kinetic equation (70) in terms of F̃ (x, t,p, ω̃). The terms ∂t, ∂ω, ∇x and ∇p acting on F are
modified to

∂tF = ∂tF̃ −
(
∂tṼ

)
∂ωF̃

∂ωF = ∂ωF̃ −
(
∂ωṼ

)
∂ωF̃

∇xF = ∇xF̃ −
(
∇xṼ

)
∂ωF̃

∇pF = ∇pF̃ −
(
∇pωp +∇pṼ

)
∂ωF̃
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Use that the external potential is a “slow” function ∇pVc(x) = 0 = ∂ωVc(x), obtain after some straight-
forward algebra: {(

1− ∂ω
[
ReΣR

])
∂t + ṽp∇x −

(
∇xṼ

)
∇p
}
F̃ = Icoll[F̃ ] (74)

Observation: The derivative ∂ω̃ is now absent.

• If Icoll[F̃ ] would only depend on ω via ω̃, we could solve the kinetic equations for each ω̃ as a parameter.
This is generally not the case.

• Quasiparticle approximation: In Icoll[F̃ ] , F̃ always multiplies Wigner trafo of GR−GA ~ spectral density.
Close to the non-interacting limit GR − GA ∼ δ(ω − ωp − Ṽ (x, p)), i.e. the spectral function peaks as a
function of ω peaks at ω̃ = 0. The peak is assumed to be much sharper than the ω̃-dependence of F̃ .
This means that for given p, we may focus on

F̃ (x, t,p, 0) ≡ F̃ (x, t,p) (75)

which is the mass-shell restricted distribution function.

• Kinetic equation for F̃ (x, t,p):

{(1− ∂ω
[
ReΣR

]
︸ ︷︷ ︸)

Z̃−1

∂t + ṽp∇x −
(
∇xṼ

)
∇p}F̃ = Icoll[F̃ ] (76)

Remarks:

– F̃ (x, t,p) is a classical object = probability at time t for particle at point (x,p) in classical phase
space.
Up to “semi-classical” self–energy effects = tilde-terms Z̃, Ṽ , Eq. (76) is equivalent to the classical
Boltzmann equation.

– Classical Boltzmann equation: f(x, t,p)dxdp = numbers particles in phase-space volume dxdp.
From Liouville theorem, phase space volume preserved under Hamiltonian equation of motion ẋ =
v(p), ṗ = F(x,p), propagating to time t + dt. Treat collisions that are beyond these equations of
motion separately in collision term:

∂tf + vp · ∇xf + F · ∇pf = ∂tf |coll (77)

Example for collision integral: Disorder scattering

• Consider non-interacting bosonic Hamiltonian with a static potential:

H =
∑
p
ωpa

†
pap +

ˆ
dxV (x)a†(x)a(x) (78)

• Assume V (x) comes from randomly placed impurities, V (x) =
∑N
j=1 v (x− rj) where r1,2,...,N are the N

impurity positions.
Assume

´
dxv (x) = 0, i.e. the offset is already taken into account in a shift of ωp.

• Disorder average for quantity O (integrate over all impurity positions):

O = ΠN
j=1

[ 1
V

ˆ
drjO

]
(79)

Two examples:

V (x) = ΠN
j=1

1
V

ˆ
drj

N∑
j=1

v (x− rj) = 0 (80)
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V (x1)V (x2) =
N∑
j=1

N∑
j′=1

v (x1 − rj) v
(
x2 − rj′

)
=

N∑
j=1

v (x1 − rj) v (x2 − rj) +
∑
j 6=j′

v (x1 − rj) v
(
x2 − rj′

)︸ ︷︷ ︸
V V=0

(diag.) = N/V︸ ︷︷ ︸
ni

ˆ
drv (x1 − r) v (x2 − r)

= ni

ˆ
drv (x1 − x2 − r) v (−r)

≡ K(x1 − x2)

• The impurity action for a specific realization is

SV = −
ˆ +∞

−∞
dt

ˆ
dxV (x)

[
φ?c(x, t)φq(x, t) + φ?q(x, t)φc(x, t)

]
and the corresponding diagrams are given in the Figure.

Vertices for impurity action:

Self-energy diagrams to second order:

• Find Σ =
(

0 ΣA

ΣR ΣK

)
using perturbation theory to the lowest non-trivial order, but keep F general as

it will be determined from kinetic equation. From the figure, we have

ΣR,A (x1, x2) = δ (t1 − t2) δ (x1 − x2)V (x1) + V (x1)GR,A0 (x1, x2)V (x2)
ΣK (x1, x2) = V (x1)GK0 (x1, x2)V (x2)

• Take disorder average (omit the ... on Σ, G): V (x1) = 0 and note that V (x1)V (x2) = K(x1 − x2) is a
function of x1 − x2 only.

• Wigner transform of the right-hand side is simple: Use product → convolution rule and K(p) =
nivpv−p

v(x)∈R= ni |vp|2 :

ΣR,A,K (x, p) = ni
∑
p′
GR,A,K0

(
x, t,p′, ω

) ∣∣vp−p′
∣∣2 (81)

• Find collision integral Icoll[F̃ ] = iΣK + 2F̃ ImΣR from self-energies in Eq. (81):

– 2F̃ ImΣR: use GR,A0 (x, t,p, ω) = GR,A0 (p, ω) = 1
ω−ωp±iη ,

2ImΣR (x, p) = −iΣR + iΣA = −ni
∑
p′
i
[
GR0 −GA0

] (
p′, ω

)
︸ ︷︷ ︸

A0=2πδ(ω−ωp′)

∣∣vp−p′
∣∣2 (82)
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– iΣK : Use
iΣK (x, p) = ini

∑
p′
GK0

(
x, t,p′, ω

) ∣∣vp−p′
∣∣2 (83)

and plug in

GK0
(
x, t,p′, ω

)
=

(
GR0 · F − F ·GA0

) (
x, t,p′, ω

)
[lowest order approx.] ' −ii

[
GR0 −GA0

] (
p′, ω

)
F
(
x, t,p′, ω

)
= −i2πδ

(
ω − ωp′

)
F
(
x, t,p′, ω

)
so that

iΣK = 2πni
∑
p′
δ
(
ω − ωp′

) ∣∣vp−p′
∣∣2 F (x, t,p′, ω) (84)

• Collect terms and work with F̃ at ω̃ = 0 (ω → ωp):

Icoll
[
F̃ (x, t,p)

]
= −2πni

∑
p′
δ
(
ωp − ωp′

) ∣∣vp−p′
∣∣2 [F̃ (x, t,p)− F̃

(
x, t,p′

)]
(85)

• Interpretation (phase-space classical mechanics + energy conservation):

– First term: Loss rate proportional to occupation F̃ (x, t,p) due to scattering of particles to other
momenta p′.

– Second term: Gain rate to occupation F̃ (x, t,p) due to particles scattered from other momenta p′.
– Rates determined by Fermi’s golden rule: W (p,p′) ≡ 2πniδ

(
ωp − ωp′

)
|〈p|v|p′〉|2.

9.4 Exercises

9.4.1 Normalization of Keldysh partition function with interactions

Use perturbation theory (up to order g2) to show that Z is not modified in the presence of interactions described
by Sint in Eq. (52). Hint: Show explicitly that the two rightmost terms in

Z =
ˆ
D[φc, φq]eiS0+iSint =

〈
eiSint

〉
0

= 1 + i 〈Sint〉0 −
1
2
〈
S2
int

〉
0

+ ... (86)

vanish.

9.4.2 Wigner transform of C = A ·B

Find the Wigner transform from Eq. (64) for a function C = A ·B where the “dot” notation means C(x1, x2) =´
dx3A(x1, x3)B(x3, x2). Express your result in terms of the Wigner transforms of A,B. You should find

C(x, p) =
∞∑

n,m=0

(+i)m

2mm!
(−i)n

2nn! ∂
(m)
x ∂(n)

p A (x, p) ∂(m)
p ∂(n)

x B (x, p) (87)

≡ A(x, p)e
i
2

(←−
∂ x
−→
∂ p−

←−
∂ p
−→
∂ x
)
B(x, p) (88)

where the arrows show the direction of the differentiation. Hints: With appropriate substitutions, first confirm

C(x, p) =
ˆ
dxa

ˆ
dxb

∑
pa,b

eipbxa−ipaxbA

(
x+ xa

2 , p+ pa

)
B

(
x+ xb

2 , p+ pb

)
. (89)

Expand the p-dependence of A,B and use appropriate x-derivatives of the identity
∑
p e
±ipx = δ(x) to replace

the
∑
p e
±ipxpn. Subsequently, evaluate the xa,b integrals.
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10 Keldysh formalism for fermions

Grassmann numbers, fermion coherent states

• Consider fermionic Hamiltonian H
(
{c†j , cj}

)
with {ci, c†j} = δij canonical anti-commutation relation for

fermionic operators.

• Grassmann numbers ψ:

– mutually anti-commute ψψ′ = −ψ′ψ , → ψ2 = 0.
– function of Grassmann number via series expansion: f(ψ) = f0 + f1ψ.
– Definition of integrals:

´
dψ 1 = 0,

´
dψ ψ = 1.

– ψ anti-commutes with fermionic operators, {c, ψ} =
{
c†, ψ

}
= 0.

– “bar”-field ψ̄ is unrelated to the ψ-field.

• Fermionic coherent states:

coherent state: |ψ〉 ≡ e
−ψc† |0〉 = (1− ψc†) |0〉 = |0〉 − ψ |1〉 overlap: 〈ψ|ψ′〉 = eψ̄ψ

′ = 1 + ψ̄ψ′

〈ψ| ≡ 〈0| e−cψ̄ = 〈0| − 〈1| ψ̄ identity: 1 =
´
dψ̄dψe−ψ̄ψ |ψ〉 〈ψ|

action of c: c |ψ〉 = ψ |ψ〉 trace: trO =
´
dψ̄dψe−ψ̄ψ 〈ψ|O|−ψ〉

action of c†: 〈ψ| c† = 〈ψ| ψ̄ Gaussian integral:
´

Πldψ̄ldψle
−ψ̄T ·A·ψ = det(A)

• In trO, the sign |−ψ〉 = |0〉 + ψ |1〉 comes from the fact that the coherent states contain Grassmann
numbers which pick up a sign upon exchange, 〈n|ψ〉 〈ψ|O|n〉 = 〈ψ|O|n〉 〈n| − ψ〉.

Partition function

• Consider single fermionic level, H = ε0c
†c. In thermal equilibrium at t = −∞, we have trρ = tre−βH0 =

1 + e−βε0 (no geometric series) and
〈
c†c
〉
≡ nF = 1/(1 + eβε0).

• In definition of Z, add time slices on both branches (ψ±) , find in analogy to bosonic case

Z = 1
trρ

ˆ
Π2N
j=1dψ̄jdψj exp

i 2N∑
j,j′=1

ψ̄j
(
G−1

)
jj′
ψj′

 (90)

with (N=3)

i
(
G−1

)
jj′

=



−1 0 0 0 0 −e−βε0
h− −1 0 0 0 0
0 h− −1 0 0 0
0 0 1 −1 0 0
0 0 0 h+ −1 0
0 0 0 0 h+ −1


(91)

where h± = 1± iε0δt and indeed normalization holds, Z = det(iG−1)
trρ

N→∞= 1.

• Green functions: Gc,c† ≡ G,

G<(t, t′) = inF e
−iε0(t−t′)

G>(t, t′) = −i(1− nF )e−iε0(t−t′)

GT (t, t′) = θ
(
t− t′

)
G>(t, t′) + θ

(
t′ − t

)
G<(t, t′)

GT̃ (t, t′) = θ
(
t′ − t

)
G>(t, t′) + θ

(
t− t′

)
G<(t, t′)
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Keldysh rotation

• Keldysh rotation: Redundancy relation (7) holds also for fermions, take it into account via rotation.
Careful: Different convention in comparison to bosonic case [Larkin-Ovchinnikov], rotated fields.

ψ1,2 ≡
1√
2

(ψ+ ± ψ−)

ψ̄1,2 ≡
1√
2

(
ψ̄+ ∓ ψ̄−

)
Note that the “classical-quantum” nomenclature is not used: Grassmann variables never have classical
meaning.

• Propagators: For α, β ∈ {1, 2}

− i
〈
ψα(t)ψ̄β(t′)

〉
≡ Gαβ(t, t′) =

(
GR GK

0 GA

)
(t, t′) (92)

and inverse propagator (with convention above, have same structure as G)

G−1 =


(
GR
)−1 (

G−1)K
0

(
GA
)−1

 (93)

With the parametrization GK = GR · F − F ·GA, find(
G−1

)K
=
(
GR
)−1
· F − F ·

(
GA
)−1

(94)

• Single fermionic level in thermal equilibrium

GR(t, t′) = −iθ
(
t− t′

)
e−iε0(t−t′) FT→ 1

ω − ε0 + iη

GA(t, t′) = +iθ
(
t′ − t

)
e−iε0(t−t′) FT→ 1

ω − ε0 − iη

GK(t, t′) = −i (1− 2nF ) e−iε0(t−t′) FT→ −2πi (1− 2nF ) δ (ω − ε0) = tanh
(
ω

2T

)(
GR(ω)−GA(ω)

)
The last identity is the fermionic fluctuation-dissipation theorem.

10.1 Exercises

10.1.1 Drude formula for metallic conductivity

In this exercise, we calculate the Drude conductivity of a non-interacting but disordered metal in three spatial
dimensions. The clean metal Hamiltonian of the electrons (spin-less, say) is

H0 =
∑
p

(εp − εF ) c†pcp (95)

with Fermi energy εF and the electric and impurity potentials are U(x) = −ex · E and
∑N
j=1 v(x − xj), re-

spectively. We assume an isotropic impurity potential v(x) = v(x) and a parabolic dispersion εp = |p|2/(2m).
The conductivity σ is defined via the relation between current density and (small) electric field, j = σE. It is
straightforward to show the Boltzmann equation can be derived from the fermionic Keldysh-Dyson equation as
in the bosonic case. As in the lecture, we consider the disorder average. We employ the mass-shell approxima-
tion, assume weak impurity scattering and neglect self-energy effects on the left hand side of the equation. For
the fermionic phase-space distribution function nF (x, t,p) = [1− F̃ (x, t,p)]/2 (quasiparticle picture valid!), it
reads

{∂t + vp∇x − (∇xU)∇p}nF (x, t,p) = −2πni
∑
p′
δ
(
εp − εp′

) ∣∣vp−p′
∣∣2 [nF (x, t,p)− nF

(
x, t,p′

)]
(96)

96



1. We assume that the collision integral on the right-hand side of Eq. (96) can be written as Icoll = −nF−n
(0)
F

τtr(p)
where τtr is known as the “transport mean free time”. We will show the consistency of this “relaxation-
time approximation” below, once we have found nF . Assume a stationary situation with a homogeneous
electric field. Expand nF = n

(0)
F + n

(1)
F with n(0)

F the equilibrium distribution function and n(1)
F of linear

order in the field E, find n(1)
F (p). Argue that the current density is given by

j(x, t) = e

V

∑
p

vpnF (x, t,p) (97)

and show that the conductivity at low temperature is determined by the Drude formula

σ = e2τtr(pF )n/m (98)

where n = N/V is the (spin-less) electron density and the Fermi wave vector p2
F is determined by

p2
F /(2m) = εF .

2. Show that for a distribution function of the form found in (1), i.e. nF (p) = n
(0)
F (p)+a(k) ·p, the collision

integral indeed assumes the relaxation-time form and confirm

τ−1
tr (p) = 2πni

∑
p′
δ
(
εp − εp′

) ∣∣vp−p′
∣∣2 (1− cos θ′

)
(99)

where θ′ is the angle between p and p′. Discuss the significance of the term cos θ′ that distinguishes the
transport mean free time from the quasiparticle decay time in Eq. (82).
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Part III

Topology in condensed matter physics
11 Introduction

• Central goal of condensed matter physics: Characterization of phases of matter. Two ways:

1. Spontaneously broken symmetries and local order parameter.
Example: Magnet, time-reversal is broken, magnetic phase 〈m〉 6= 0)

2. Topological properties and entanglement in quantum ground state.
Example: Integer quantum Hall effect. Does not break any symmetries, but has quantized transversal
conductivity σxy = ne2/h.
Hallmark of “topological phases”: σxy insensitive to smooth changes in material parameters, does
only change at a quantum phase transition where σxx becomes finite in bulk.

12 Topological band theory (non-interacting)

12.1 Introduction

• Topology = branch of mathematics concerned with properties insensitive to smooth deformations.

• Example: Closed 2D surfaces in 3D. If they can be smoothly deformed into each other, they are topolog-
ically equivalent. They are distinguished by their genus ~ number of holes:

– sphere ↔ spoon (g=0 holes) = doughnut ↔ mug (g=1) = double-doughnut ↔ teapot (g=2), see
Fig. 22(a).

– Topological invariant “Euler characteristic”, via Gauss-Bonnet theorem:
Integral over (local) Gaussian curvature K (e.g. K = 1/R2 for a sphere)

χ = 2− 2g = 1
2π

ˆ
S
KdA (1)

(a) Topology of closed 2D orientable surfaces in 3D (b) Insulator band structure in 1D 

empty band

filled band

excitation gap

(c) Boundary state

Figure 22: Basics of topology for surfaces in 2D and for insulators.

• Translate concept of topological invariant to electronic insulators [Fig. 22(b)]:

– Insulator: Material with energy gap EG for electronic excitations.
– Gap EG allows for principle of adiabatic continuity:

Two insulators are topologically equivalent, if their Hamiltonians can be smoothly changed into each
other while staying in ground state.

– Consequence: Connecting topologically inequivalent insulators will cause closing of gap (topological
phase transition).
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• Topological classification for general gapped many-body Hamiltonians → problem of current research,
not solved yet.

• Simpler: Classification for insulators described by band-theory.
Rests on 2 key assumptions:

1. Electrons are non-interacting (or at least adiabatically connected to non-interacting case).
Important: Pauli principle for occupation of fermionic states.

2. Crystalline (translational invariant) material.
Bloch theorem: Crystal momentum k is a good quantum number, eigenstate at energy En(k) is
Bloch wave

|ψn(k)〉 = eikr ∣∣un,k〉 , (2)
with

∣∣un,k〉 cell-periodic eigenstate of Bloch Hamiltonian H(k) = eikrHe−ikr.
Lattice translation: H(k) = H(k + G) for reciprocal lattice vector G. Thus k ≡ k + G defines
Brillouin zone (BZ), topology of torus TD. See Fig. 22(b) for example in D=1.

• Conclusion:

Insulating band structure = Mapping from TD to space of Bloch Hamiltonians H(k) with energy gap.

• Gapless boundary [Fig. 22(c)]:
Effectively coarse-grained description of inhomogeneous D-dimensional material H(D)

x , x ∈ [0, 1]. Let
H

(D)
0 and H(D)

1 be topologically in-equivalent. Moving along x, have to cross gapless boundary described
by H(D−1)

B .

• Two objectives:

a) Classify topologically distinct insulators HD(k).
b) Study gapless boundary theory H(D−1)

B (k‖) and relate to difference in bulk invariants. (Bulk-
boundary correspondence.)

12.2 Berry phase and Chern number

• Goal: For (a), find what takes the role of local curvature “K”.

Loops in k-space: Berry phase

• Observe quantum mechanical phase ambiguity for (Bloch-)states (U(1) transformation)

|uk〉 → eiφ(k) |uk〉 (3)

Reminiscent of local gauge trafo in EM if k-space is identified with r-space.

• Berry-connection: Defined in analogy to EM vector potential,

A(k) ≡ i 〈uk|∇k|uk〉 , (4)
A(k)→ A(k)−∇kφ(k).

Note: A(k) is a real vector, find this from acting with ∇k on 〈uk|uk〉 = 1.

• Berry phase: Berry-connection is not gauge invariant, but we can integrate it over closed loop c
(=̂magnetic flux B through c) and obtain gauge-invariant quantity:

γc =
˛
c

A · dk mod2π (5)

Notes:
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– γc = phase acquired under adiabatic cyclic evolution along (closed) loop c in k-space.
– Reason for mod2π: Non-smooth “large” gauge trafo |uk〉 → eiφ(k) |uk〉 with phase-winding around

the loop c yields δγc =
¸
c∇kφ(k) · dk = ∓2π.

– k-space can be replaced with any other cyclic parameter dependence.

2D surfaces: Berry curvature F

• Assume the loop c in 2D parameter space is the boundary of the 2D region Sc [Fig. (23)(a)].
If the parameter space is k-space k ∈ T 2 embedded in R3 think about curved surfaces in R3.

• Apply Stokes theorem on right-hand side of Eq. (5) for Berry phase,

γc =
ˆ
Sc

F(k) · d2k (6)

with d2k the surface element in k-space and Berry curvature:

F(k) ≡ ∇k ×A. (7)

• Berry curvature is manifestly gauge invariant for smooth gauge transformations [since then∇k×∇kφ(k) =
0].

Example: 2-band model in 2D

• Consider 2x2 hermitian matrix, expand in Pauli matrix basis, ignore 1 since it does not affect eigenstates.

H(k) = d(k) · σ = dx(k)σx + dy(k)σy + dz(k)σz (8)

• Eigenvalues ±d, eigenstates using d̂ = (cosφ(k) sin θ(k), sinφ(k) sin θ(k), cos θ(k))T are

|u−〉 =
(

sin θ
2e
−iφ

− cos θ2

)
, |u+〉 =

(
cos θ2e

−iφ

sin θ
2

)
. (9)

• Eigenstates only depend on d̂ ∈S2, a point on the unit sphere. Ex. 12.1 shows that for d̂ = d̂(k),

Fz = 1
2 d̂ ·

(
∂kxd̂× ∂ky d̂

)
(10)

which is half the two-sphere surface area element.

• For a loop c we find:
γc = 1

2
(
Solid angle swept out by d̂(k) during loop c

)
(11)

(a) Berry phase in 2D (b) Berry curvature in two-level system
north

south

Figure 23: Berry phase and -curvature.
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Closed 2D surfaces: Chern number C

• Consequence of Eq. (10) for two-band model:
Berry curvature F integrated over closed 2D surface S (here S = T 2) is multiple n of 1

2 (4π) = 2π, n is
the number of times the map T 2 → S2 wraps around S2.

C ≡ 1
2π

ˆ
T 2
F · d2k = n (12)

This the “Chern number”. Remarks:

– C is a topological invariant, compare to Gauss-Bonnet in Eq. (1) where the curvature is now the
Berry curvature F .

– can be generalized to any 2D closed surface, T 2 → S (without boundary)

• Quantization of C for general H(k) beyond two-band model:
Take loop c on closed surface S, then “inside” and “outside” are arbitrary. So

γc =
˛
c

A · dk =
ˆ
Sc,in

Fd2k = −
ˆ
Sc,out

Fd2k + 2πm (13)

where 2πm with m ∈ Z follows since γc only defined mod 2π.
Put together S from Sc,in and Sc,out, find for C:

C = 1
2π

ˆ
S
Fd2k = 1

2π

ˆ
Sc,in

Fd2k + 1
2π

ˆ
Sc,out

Fd2k = 1
2π [γc − (γc − 2πm)] = m (14)

• Interpretation: C integrates the Berry flux over a closed surface, it counts the number of (EM: magnetic)
monopoles inside S by detecting their 2π-flux lines.
(see Ex. 12.2, where we work in 3D and including the inside of S).

12.3 Topology in 1D

Su-Schrieffer-Heeger (SSH) Model and polarization

• Model conducting polymer acetylene as 1D tight binding model chain.
At half filling, it lowers its energy by a Peierls distortion (dimerization) [see band structure in Fig. 24(a)].

• SSH model with two-site unit-cell for spin-less electrons with dimerization δt:

H =
∑
i

(t+ δt)︸ ︷︷ ︸
δt>0:”=”

c†AicBi + (t− δt)︸ ︷︷ ︸
δt>0:”−”

c†Ai+1cBi + h.c. (15)

• Fourier transform to k-space, two sites per unit cell, get two bands:

H(k) = d(k) · σ
dx(k) = (t+ δt) + (t− δt) cos ka
dy(k) = (t− δt) sin ka
dz(k) = 0

• Claim: Electrostatic polarization P ∼ 〈r〉 ∼ 〈i∂k〉 (with r position operator) is related to Berry phase γc
via A(k) = i 〈uk|∂k|uk〉 [King-Smith, Vanderbilt PRB 47.1651 (1993)]

P = e

2π

˛

BZ

A(k) · dk = e

2πγc (16)

Notes:
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– For finite chain, polarization yields end-charges P = Qend,L = −Qend,R. End-charges must cancel
for charge neutrality.

– Check: Both sides of Eq. (16) are defined mod e (can add integer charge to end of chain).

• Calculate P from Eq. (11) valid for two-band model (extend 1D k-space kx → (kx, ky = 0) and do not
vary ky):

P = e

2π
1
2
(
Solid angle swept out by d̂(kx) ∈ S2 for kx aroundS1

)
Find solid angle swept out by map k → d̂(k) from S1 → S2 [Fig. 24(b)]:

– δt > 0: No finite solid angle swept out, P = 0.
– δt < 0: d̂(k) winds around equator of unit-sphere, P = e

2π
1
2 (2π) = e/2. For end charges: Qend,L =

−Qend,R = ±e/2.

• Interpretation: The extreme case δt = −t is easily understood, where only intra-unitcell coupling exists
and end-sites provide localized zero-energy states, see Fig. 24(c).

• For δt ∈ [−t, 0): Since γc does not change, end-charges are maintained. They are smeared out into the
bulk, though. They mutually cancel when δt = 0 and the bulk gap closes.

(a) Peierls distortion for polyacetylene

A
B

(b) SSH model topology 

A
B

(c) Polarization in extreme case                (3 electrons)

e

e e

left or right

Figure 24: Topology in 1D

Role of chiral symmetry

• For the SSH model (15), P = e
2πγc cannot vary from {0, e/2} mod e unless gap closes at some k in BZ.

Reason: dz(k) = 0.
This is easily violated by onsite energy ∼ c†AicAi or next-nearest neighbor hopping ∼ c

†
AicAi+1.

• Symmetry that enforces dz(k) = 0: Chiral symmetry:

{H(k), σz} = 0 (17)

Remark: Chiral symmetry...

– can be generalized to arbitrary spatial and matrix dimension, {H(k),Π} = 0.

– causes symmetry of spectrum, H |ψ〉 = E |ψ〉 Π→ ΠH |ψ〉 = EΠ |ψ〉 → H |ψ′〉 = −E |ψ′〉 with
|ψ′〉 = Π |ψ〉.

– is defined via Anti-commutator (note that, usually, symmetries enforce commutator [S,H] = 0 and
degeneracies)

• Empiric reason for edge-state stability away from δt = −t as long as bulk gap is present:
No local (symmetry preserving) perturbation can move E = 0 eigenstate at left end away from E = 0.
Reason: Need to move chiral partner state at right hand as well. This only works via the bulk, which
is gapped. When the gap vanishes, end states can be moved simultaneously in energy to ±E 6= 0 and
merge with bands.
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• Conclusion:

– Unless with special symmetry (like chiral symmetry), there is no topology in 1D.
– All 1D insulating bandstructures are topologically equivalent.

Domain wall states and Jackiw-Rebbi model

• Goal: Find wavefunction of SSH-model boundary state and understand its stability.

• Idea [Fig. 25(a)]: Replace vacuum at the end of topological non-trivial (δt < 0) section by section with
δt > 0.
The latter is adiabatically connected to vacuum.

• Consider limit δt� t, focus on edge of BZ, k ' π/a. Expand H(k) in lowest order q = k− π/a, get back
to real space with q → −i∂x:

H = ivσx∂x +mσy (18)

where v = ta and m = 2δt. Smoothen domain wall δt = δt(x), so that m→ m(x) [Fig. 25(b)].

• H is 1+1D massive Dirac Hamiltonian with spatially changing sign of mass, m(x → −∞) < 0 and
m(x→ +∞) > 0.

• Solve Schrödinger Eqn. for localized zero-energy domain wall state |ψ0〉:

0|ψ0〉 = H|ψ0〉
0 = iσxHψ0(x)
0 = −v∂xψ0(x)−m(x)σzψ0(x)

or
∂xψ0(x) = −m(x)

v
σzψ0(x) (19)

This can be solved as
ψ0(x) = N exp

(
−
ˆ +x

−∞
dx′m(x′)/v

)
|↑〉 (20)

where σz |↑〉 = |↑〉.

• Remarks:

– State ψ0(x) is normalizable for the specific domain wall configuration m(x→ −∞) < 0 and m(x→
+∞) > 0. For an opposite domain wall, use |↓〉.

– Precise form of the domain wall m(x) does not matter for construction of ψ0(x).
– Chiral symmetry Π = σz maps ψ0(x) to itself, σzψ0(x) = ψ0(x)!

Thus |ψ0〉 is its own partner state under chiral symmetry and forced to sit at E = 0.
This is artifact of continuum approximation, would not work in finite-dimensional tight-binding
matrix model where the number of states has to be even and two domain wall states are required.

Thouless charge pump

• Consider a quantum pump in 1D, i.e. a time-dependent Hamiltonian H(k, t) that varies adiabatically
(always gapped) and periodically in time such that

H(k, t) = H(k, t+ T ) (21)

• At time t = 0, say, polarization P (t = 0) is defined up to e but generically not quantized.
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(a) Domain wall in
    SSH model

A
B

(b) Continuum model: Mass profile and E=0 state

(c) Thouless charge pump

Figure 25: (a) Domain-wall in SSH model. (b) Domain-wall in continuum model and localized zero-energy
mode. (c) Thouless charge pump in 1D.

• At time t = T , Hamiltonian has not changed, but P might have been changed by ne (recall that P was
only defined mode).

• The change in polarization is [Fig. (25)(c)]

∆P = P (T )− P (0) = e

2π

[ˆ π/a

−π/a
A(k, T )dk −

ˆ π/a

−π/a
A(k, 0)dk

]
Stokes= e

2π

ˆ π/a

−π/a

ˆ T

0
Fdkdt closed= eC (22)

In the last step, we used that the grey region that is bounded by the red and blue contour is actually a
torus and thus closed, so the Chern number is well defined.

• Conclusion:
Cyclic families of 1D-Hamiltonians as in Eq. (21) are classified by the Chern number C.
Its value, C = n, gives the quantized charge (in units of e) that is pumped per cycle.

• Example for Thouless charge pump: Rice-Mele model (see Ex. 12.3), which is the SSH-model with added
on-site terms

Hm = m
∑
i

(
c†AicAi − c

†
BicBi

)
(23)

and adiabatic periodic modulation (δ(t),m(t)) =
(
cos 2πt

T , sin 2πt
T

)
.

Idea: Variation in δ-term switches between connection of dimers, synchronized variation in m nudges
occupation of dimers to one side.

• Proposal of pump: [Thouless Phys. Rev. B 27, 6083 (1983)],
Experimental realization: Ultra-cold bosons [Lohse et al, Nat. Phys., 12 350 (2016)] @ MPQ and fermions
[Nakajima et al, Nat. Phys., 12 296 (2016)].

12.4 Integer quantum Hall effect (QHE)

Phenomenology and classical Hall effect

• QHE is beautiful manifestation of quantum effect on the macroscopic scale (other example: supercon-
ductivity).
[Klitzing, Dorda, Pepper, Phys. Rev. Lett., 1980]

• Hall effect: jx = σxyEy. Requirement for finite jx is breaking of time reversal symmetry (TRS, more on
that symmetry later) jx → −jx.
Conclusion: To get Hall effect, must break TRS. Most simple way for now: External magnetic field.

• Classical Hall effect in 2D metal with perpendicular magnetic field: [Fig. 26(a)]

– Lorentz force F = e (E + v×B), deflection of current in x-direction canceled by electric field Ey
from charge accumulation at the edge.

Fy = 0 ↔ Ey − vxBz = 0 (24)
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– With the current density in x-direction, jx = envx with n electron density, find for classical Hall
effect:

σ(cl.)
xy = Ey

jx
= ene

Bz
(25)

• Experimental data (sufficiently clean, quasi-2D electron gas, e.g. GaAs):
Main finding: Plateaus of Hall conductivity σxy = ne2/h, σxx = 0 (bulk gap!) with n an integer up to
accuracy 10−10.
Amazing: Independent of material, (modest) imperfections of sample, shape of sample...

• Next: Be agnostic about microscopic models and give two general arguments that explain why σxy is
quantized.
Later: Look at two microscopic models.

(a) setup for quantum Hall effect (b) typical experimental data

small fieldslarge fields

1

2

3

1 2

classical

3
"filling"

(c) Laughlin argument for Corbino geometry

flux

QHE material

Figure 26: Quantum Hall effect.

Argument 1: Robustness of σxy via Laughlin argument (relation to 1D charge pump)

• Consider Corbino geometry, which is an annulus of 2D QHE material [Fig. 26(c)].
If the material has σxy = ne2/h, would expect radial current j as a response to electric field E applied
along azimuthal direction.

• How to apply E? Insert time-dependent (but adiabatic) magnetic flux Φ(t) in inner hole, use Faraday
effect: ˛

dr ·E = ∂tΦ(t)→ E(R, t) = 1
2πR∂tΦ(t) (26)

• How to measure j? Find charge ∆Q transferred between inner and outer edge in time ∆T :

j = I

2πR = ∆Q/∆T
2πR (27)

• Measure σxy from E, j:

σxy = j

E
= I

∂tΦ
(28)

• Argument for presence of gapless edge states:

– For finite σxy and for a gap in the bulk (σxx = 0), the transferred charge ∆Q cannot relax across
the bulk and must pile up at the edges.

– As process was adiabatic, edge states must be gapless to absorb the charge.
– Edge theory is “anomalous”: Charge is not-conserved individually at each edge (unlike stand-alone

chain).
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• Question: Why is σxy = ne2/h to such a high precision?
Answer: Laughlin argument [Laughlin, Phys. Rev. B 23, 5632 (1981)].

• Chose special ∆Φ = Φ0 = h/e (flux quantum) inserted in time ∆T (c.f. Thouless pump): Find transferred
charge:

∆Q = I∆T = σxy∆T∂tΦ︸ ︷︷ ︸
Φ0

= σxy
h

e
(29)

• Fact from QM: Vector potential generated by Φ0 can be removed by (large) gauge-transformation, H(Φ =
Φ0) = H(Φ = 0).

• Hamiltonian of system (and eigenstates) unchanged after time ∆T . Due to adiabatic evolution, system
is still in eigenstate.

• Non-interacting system: Only the occupation of (gapless!) single-particle edge states could have changed,
thus ∆Q/e = n is an integer!
It follows:

σxy = ∆Q
h/e

= ne2/h (30)

• Note: The Laughlin argument works also with disorder and interactions, it only relies on gauge invariance.

Argument 2: Connection between σxy and Chern number via Kubo formula
[Thouless, Kohmoto, Nightingale, den Nijs (TKNN), Phys. Rev. Lett 49, 405 (1982)]

• Calculate σxy for 2D electron system described by Bloch Hamiltonian H(k).

• Kubo formula connects conductivity with retarded current-current correlator: σxy(ω) = 1
~ω
´∞

0 dt eiωt 〈[jx(0), jy(t)]〉.
(use Lehmann representation, ω → 0, work at T = 0, lazy notation - should have |uαk〉 and

∣∣uβk′
〉
, but

along the way we would get δk,k′):

σxy = i~
∑

Eα<EF<Eβ

ˆ
k

〈
uαk|jy|uβk

〉 〈
uβk|jx|uαk

〉
−
〈
uαk|jx|uβk

〉 〈
uβk|jy|uαk

〉
[Eβ(k)− Eα(k)]2

(31)

• Current density j: Charge times group velocity j = e
~∂kH(k).

• Side calculation: Use ∂ki (E(k) |uk〉) = ∂ki (H(k) |uk〉) = [∂kiH(k)] |uk〉+H(k) (∂ki |uk〉) in〈
uαk|[∂kiH(k)]|uβk

〉
= 〈uαk| ∂ki

(
Eβ(k)

∣∣uβk
〉)
−
〈
uαk|H(k)|∂kiuβk

〉
= [Eβ(k)− Eα(k)] 〈uαk| ∂ki

∣∣uβk
〉

+
〈
uαk|uβk

〉︸ ︷︷ ︸
0

∂kiEβ(k)

• Insert in Kubo formula, the energy-denominator cancels:

σxy = − ie
2

~
∑

Eα<EF<Eβ

ˆ
k


〈
uαk|∂ky |uβk

〉
︸ ︷︷ ︸
−〈∂kyuαk|uβk〉

〈
uβk|∂kx |uαk

〉
−
〈
uαk|∂kx |uβk

〉︸ ︷︷ ︸
−〈∂kxuαk|uβk〉

〈
uβk|∂ky |uαk

〉


• For the sum over the unfilled bands
∑
EF<Eβ

∣∣uβk
〉 〈
uβk

∣∣ = 1 −
∑
Eα′<EF

|uα′k〉 〈uα′k|. The second term
(α′-sum) vanishes by symmetry. We find:

σxy = ie2

~
∑

Eα<EF

ˆ
k

{〈
∂kyuαk|∂kxuαk

〉
−
〈
∂kxuαk|∂kyuαk

〉}
= e2

~
∑

Eα<EF

ˆ
k

{
∂kyAx(α,k)− ∂kxAy(α,k)

}

= −e
2

h

∑
Eα<EF

1
2π

ˆ π/a

−π/a
dkx

ˆ π/a

−π/a
dky Fα(k)
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and we find the TKNN-formula:

σxy = −e
2

h

∑
Eα<EF

Cα (32)

• Conclusion: Hall conductivity σxy is (the negative of) the sum of Chern numbers for each occupied band.

QHE - Model 1: Landau levels (with external B-field)

• Continuum model for free 2D electrons in out-of-plane magnetic field (Landau gauge):

H = 1
2m (p− eA)2

A = exBy

• H does not depend on x, thus px → ~kx:

H = 1
2m

[
p2
y + (~kx − eBy)2

]
(33)

• For each kx, this is a 1D harmonic oscillator in y-direction centered at y0(kx) = ~kx/(eB). Find Landau
levels (LL):

H = ~ωc
(
a†a+ 1

2

)
,

ωc = eB

m
[cyclotron frequency]

En = ~ωc
(
n+ 1

2

)
See Fig. 27(b) for density of states.

• If we could place EF between LLs, then we could explain experimental observations σxx = 0 and σxy =
νe2/h if each of the ν filled LL had |C| = 1.
This only works if LLs are broadened by disorder. In this case Anderson localization is essential to
maintain σxx = 0 even though there are states at the Fermi level.

• Degeneracy g of Landau level for finite Lx × Ly system [Fig. 27(a)]:

– Finite Lx → quantized kx = 2π
Lx
nx (“particle in box”).

– Distance in center-coordinates along y: δy0 = ~ 2π
Lx
/(eB).

– Can place g = Ly/δy0 wavefunctions in system: g = LxLy
eB
h

• Number of filled Landau levels:

ν = N

g
= ne

h

eB
(34)

• Argument for σxy = e2/h per LL: Flux pumping [Fig. 27(c)]:

– Smoothly deform Corbino geometry to torus where we can use LL wavefunction from above.
– Adiabatically inserting flux quantum Φ0 changes kx → kx + 2π

Lx
.

– This moves all y-coordinates by δy = δy0 = h
LxeB

. All wavefunctions take their top neighbor’s place.

– We have transferred one of the g states per LL to edge: ∆Q = νe. σxy(LL) = e2/h.
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(a) Landau level degeneracy (b) LL density of states

with disorder
single extended state
rest: Anderson localized

(c) Flux pumping with LL

g LLs

Figure 27: Quantum Hall effect from free electrons in 2D which form Landau levels (LL).

QHE - Model 2: Chern insulators on lattice (without external B-field)

• Chern insulator = bandstructure with σxy = ne2/h (n 6= 0) but without external magnetic field.
Need to break time-reversal symmetry internally (complex hoppings, experimentally: Magnetization.)

• Simple 2D model on square lattice: Two get two bands, use two-”color” spinless electrons ψx,y =
(c(x,y),A, c(x,y),B)T . Colors are denoted by τ Pauli matrices):

H = −
∑
x,y

{
ψ†x,y

τz − iτx
2 ψx+1,y + ψ†x,y

τz − iτy
2 ψx,y+1 + h.c.

}
+M

∑
x,y

ψ†x,yτzψx,y (35)

• Imposing periodic boundary condition, H =
∑

k ψ
†
kH(k)ψk with H(k) = d(k) · τ and

d(k) = (sin kx, sin ky,M − cos kx − cos ky) (36)

• Band structure Ek = ±d(k) will be gapless if M = {−2, 0, 2}. What is the Chern number in gapped
phases?
Graphical approach looking at high-symmetry points in 2D-BZ [Fig. 28(a)]:

– M < −2: d̂ always points down (−ez) for k everywhere, no wrapping of unit-sphere: C = 0
– −2 < M < 0: At point (π, π), d̂ points up (+ez). Thus we have a non-trivial winding and we find
C = +1 (sign from exact calculation using F(k) or Eq. (37)).

– 0 < M < 2: Inverse to previous situation, three points up, one down: C = −1.
– M > 2: All points up, C = 0.

• Alternative formula for Chern number for models H(k) = d(k) · τ [Kronecker]: Fix vector d0 6= 0, find
the points ki in the BZ where d(ki) points in the d0-direction. Then:

C =
∑
ki

sign det
(

d0,
∂d
∂kx

, ∂d
∂ky

)
|k=ki (37)

Chiral boundary mode = quantum Hall edge state

• Use the lattice model (35) to study topological edge mode for region of, say, C = 1.

• Expand Bloch Hamiltonian around point (π, π), up to terms quadratic in q = k− (π, π):

H2D−Dirac (q) = qxσx + qyσy +Mσz (38)

This is a 2D-Dirac Hamiltonian.
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(a) topological phase diagram for Chern insulator

-2 0 +2C=-1C=+1C=0 C=0
(b) chiral edge states

C=0

C=0

C=+1

Figure 28: Lattice model for Chern insulator Eq. (35).

• Make parameter M space-dependent M = M(y) so that at y = 0 so that as we increase y < 0 to y > 0,
we model transition from C = 0 to C = 1 or vice versa (in space!).

• Back to Dirac approximation:

H2D−Dirac (q) = qxσx − i∂yσy +M(y)σz (39)

• For the last two terms, the Jackiw-Rebbi zero mode construction (20) for domain wall mode in 1D-Dirac
Hamiltonian (18) goes through, but with σx eigenstates.
The first term including qxσx leads to a linear dispersion from motion along the boundary:

ψ±(x, y) = N e−iqxxe±
´ y
0 dỹM(ỹ)

(
1
±1

)
,

E±(qx) = ±qx.

• Have one normalizable solution per interface, ψ− if we go from m < 0 at y < 0 to m > 0 at y > 0, and
ψ+ in the opposite case. [Fig. 28(b)]

• The group velocity of ψ± is v± = ∂qxE± = ±1. This is a one-way street for wave-packets (“chiral”) with
perfect conductance (no backscattering).

• See Fig. 28(b) for chiral edge mode dispersion: Perturbations can change E±(qx), but connectivity with
bands and crossing of the gap is protected (like a rubber band)! Generalize for boundary between Chern
number C1,2: Have |C1 − C2| edge states with velocity sgn(C1 − C2).

• Robustness of QHE: Chiral edge modes can never back-scatter, unless bulk becomes gapless and hy-
bridization with partner mode at the other side occurs.

12.5 Symmetries and ten-fold way classification

• General 2nd quantized fermionic Hamiltonian

Ĥ =
∑
ij

ψ̂†ihijψ̂j (40)

with h = h† a complex hermitian matrix.
Fock-space operators ψ̂(†)

i (with hat!) fulfill fermionic anti-commutation relations (ACR)
{
ψ̂i, ψ̂

†
j

}
= δij ,{

ψ̂i, ψ̂j
}

= 0 =
{
ψ̂†i , ψ̂

†
j

}
.

• The index i can denote (sub-)lattice site, spin, flavor... or a combination thereof.

• Strategy: Specify symmetries by their action on ψ̂(†)
i , read off consequences for h.
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Unitary symmetry

• Let matrix U that transforms the ψ̂(†)
i as follows:

ψ̂j →
∑
k

Ujkψ̂k ≡ Û ψ̂jÛ−1,

ψ̂†j →
∑
k

U?jkψ̂
†
k ≡ Û ψ̂

†
j Û
−1.

Here, Û is a second-quantized operator that acts on Fock space.

• U is a unitary matrix: Since ACR should be preserved, δij =
{
ψ̂i, ψ̂

†
j

}
→ Û

{
ψ̂i, ψ̂

†
j

}
Û−1 != δij it follows

that UU † = 1.

• Û is a symmetry of the Hamiltonian Ĥ if

ÛĤÛ−1 != Ĥ (41)

• Special case of non-interacting systems (characterized by h as in Eq. (40)), it follows

Ĥ → ÛĤÛ−1 =
∑
ij

Û ψ̂†i Û
−1hijÛ ψ̂jÛ

−1 =
∑
ij

∑
kl

U?ikψ̂
†
khijUjlψ̂l

!=
∑
kl

ψ̂†khklψ̂l (42)

and we read off U †hU != h or
[U, h] = 0 (43)

• Can find a basis where both U and h are block diagonal, each block has a common symmetry eigenvalue
(colors in Fig. 29)

• Examples:

– lattice translation: U = Ta, eigenstates are Bloch states with eigenvalue k = (kx, ky, kz).
– total spin in z-direction: U = Sztot =

∑
i S

z
i , eigenvalue of, i.e. for even number N of spin-half

Sztot = 0,±1, ...±N/2.

Figure 29: A unitary symmetry diagonalizes the Hamiltonian matrix h in blocks.

Anti-unitary symmetries

• Assume we have exhausted all unitary symmetries and wrote h in block-form.
How can we further classify these blocks of h?

• Important symmetries in nature are realized as anti-unitary operators:

|α〉 → Ô |α〉
〈β|α〉 =

〈
Ôα|Ôβ

〉
• Wigner Theorem:

Anti-unitary symmetries must be anti-linear , this means Ô = ÛK with K the complex conjugation
operator and Û a unitary symmetry.
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Time reversal T̂

• Time reversal (motion reversal) T̂ is anti-unitary operator:

T̂ = ÛTK (44)

Reason: Assert x̂ → x̂ but p̂ → −p̂, consider [x̂, p̂] = i, so it is consistent to request i → −i, thus T̂
anti-linear)

• Action on ψ̂(†):

ψ̂j → T̂ ψ̂j T̂
−1 =

∑
k

UT,jkψ̂k

ψ̂†j → T̂ ψ̂†j T̂
−1 =

∑
k

U?T,jkψ̂
†
k

• Time reversal invariance for many-body Hamiltonian Ĥ is defined as:

Ĥ
!= T̂ ĤT̂−1 (45)

• For non-interacting systems as in Eq. (40), we find the following condition on h (K acts on numbers in
h, not on ψ̂):

U †Th
?UT = h (46)

Up to unitary rotations, this is a reality condition on h?.
Note: For Bloch Hamiltonians h→ h(k) the complex conjugation generalizes to h? → h?(−k).

• Two types of T̂ : Acting with T̂ twice, we have T̂ T̂ ψ̂j T̂−1T̂−1 =
∑
k (U?TUT )jk ψ̂k which leads to

(U?TUT )† h (U?TUT ) = h (47)

Since we required that h is an irreducible block, Schur’s lemma can be applied, U?TUT ∼ 1. Since (U?TUT )
is unitary, we are left with a phase:

UTU
∗
T

!= eiφ (48)

but det (UTU∗T ) = detUT (detUT )? ∈ R, so φ = {0, π}and thus

T̂ 2 = ±1 forU∗TUT = ±1 (49)

• Example for T̂ 2 = −1: Spin-1/2 fermions, ψ =
(
c↑
c↓

)
, combine to yield spin-operator Ŝ = 1

2ψ
†σψ.

Chose UT = iσy =
(

0 1
−1 0

)
so that c↑ → c↓, c↓ → −c↑ we have indeed UTU∗T = −1 and we flip the

spin as expected:
T̂ ŜT̂−1 = 1

2ψ
† [(−iσy)σ? (iσy)]ψ = 1

2ψ
† [σyσ?σy]ψ = −Ŝ. (50)

• Important consequence for time-reversal symmetric systems with T̂ 2 = −1: Kramer’s degeneracy (two-
fold degeneracy of all eigenstates)
Let Ĥ |ψ〉 = E |ψ〉 and assume Ĥ = T̂ ĤT̂−1. We have

T̂ Ĥ |ψ〉 = ĤT̂ |ψ〉 = ET̂ |ψ〉 (51)

so |ψ′〉 ≡ T̂ |ψ〉 is also an eigenstate at energy E. To prove degeneracy, show that there is no c ∈ C with
c |ψ〉 != |ψ′〉 = T̂ |ψ〉. Apply T̂ 2 = −1, but T̂ contains K, so c?c |ψ〉 = − |ψ〉 but there is no c ∈ C with
|c|2 = −1.
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Particle-hole symmetry P̂ (also called charge conjugation)

• Particle hole symmetry P̂ = ÛP is a unitary symmetry that exchanges ψ ↔ ψ†:

ψ̂j → P̂ ψ̂jP̂
−1 =

∑
k

(UP,jk)? ψ̂†k

ψ̂†j → P̂ ψ̂†j P̂
−1 =

∑
k

UP,jkψ̂k

From the invariance of the ACR, UP is a unitary matrix.

• A many-body Hamiltonian Ĥ is particle-hole symmetric if

Ĥ
!= P̂ ĤP̂−1 (52)

• As for time-reversal, we have two kinds of particle-hole symmetry, P̂ 2 = ±1 for U?PUP = ±1.

• For non-interacting systems Eq. (40), from particle-hole symmetry, it follows: trh = 0 and

U †Ph
?UP = −h (53)

• For single-particle eigenvector h · u = εu, we thus have a particle-hole reversed partner state:

h
(
U †Pu

?
)

= −ε
(
U †Pu

?
)

(54)

• Example: Superconducting systems in mean-field approximation V ĉ†↑ĉ
†
↓ĉ↑ĉ↓ → V ĉ†↑ĉ

†
↓〈ĉ↑ĉ↓〉︸ ︷︷ ︸

∆

+V
〈
ĉ†↑ĉ
†
↓

〉
ĉ↑ĉ↓

Using Nambu spinors ψ̂† = (ĉ†, ĉ), these Hamiltonians can be described by non-interacting Bogoliubov-
deGennes (BdG) Hamiltonians.
BdG Hamiltonians have built-in particle-hole symmetry (or “constraint”, see Ex. 12.4).

Chiral symmetry Ŝ

• Chiral symmetry is combination of time-reversal and particle-hole symmetry and thus an an anti-unitary
operator on the Fock space:

Ŝ = T̂ P̂ (55)

• If T̂ and P̂ are broken, their combination can still be a symmetry of Ĥ:

Ĥ
!= ŜĤŜ−1 (56)

• Action on ψ̂:

ψ̂j → Ŝψ̂jŜ
−1 = T̂ P̂ ψ̂jP̂

−1T̂−1 =
∑
k

T̂
(
U?P,jk

)
ψ̂†kT̂

−1 =
∑
k

(UP,jk) T̂ ψ̂†kT̂
−1 =

∑
k

(UPU?T︸ ︷︷ ︸
≡U?S

)jkψ̂†k (57)

• Consequence for non-interacting Hamiltonian in Eq. (40):

– Find trh = 0 and U †ShUS = −h with US = U?PUT .

– Applying chiral symmetry twice:
(
U2
S

)†
h
(
U2
S

)
= h, use Schur’s lemma: U2

S = eiφ. Redefine US →
eiφ/2US [this did not work above for time-reversal!], then U2

S = 1 and US = U †S .
– Final:

UShUS = −h↔ {US , h} = 0 withU2
S = 1 (58)

– Consequence for single-particle eigenvalues (see above):

hu = εu→ h (Usu) = −ε (Usu) (59)
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Tenfold way symmetry classification for non-interacting Hamiltonians

• Summary of symmetries for non-interacting Hamiltonian in terms of matrix h = h† (void of unitary
symmetries)

symmetry non-interacting Hamiltonian h Bloch Hamiltonian h(k) types
time-reversal U †Th

?UT = +h U †Th
?(−k)UT = +h(k) U?TUT = ±1

particle-hole U †Ph
?UP = −h U †Ph

?(−k)UP = −h(k) U?PUP = ±1
chiral UShUS = −h USh(k)US = −h(k) U2

S = 1

• We can assume that there is only one time-reversal (or particle-hole) symmetry:
If there were two time-reversal symmetries, we would combine them to one unitary symmetry T̂1T̂2 with
U = UT1U

?
T2

and [U, h] = 0.
Thus h should be block-diagonalized first.
On each block, UT1U

?
T2

would be a constant, so on each block, there is only a single time-reversal symmetry.

• This argument does not work for the combination T̂ P̂ , as they do not combine to a unitary symmetry
(but to chiral!).

• Tenfold-way classification [Altland and Zirnbauer (1997)]:

– Is h time-reversal symmetric? If yes, how? (U?TUT = ±1) [3 possibilities “0,+,-”]
– Is h particle-hole symmetric? If yes, how? (U?PUP = ±1) [3 possibilities “0,+,-”]
– If h is neither time-reversal nor particle-hole symmetric (1 out of the 3x3=9 possibilities above):

Does h have chiral symmetry? [split in 2 possibilities]
(In the other 8 cases, the presence of chiral symmetry is uniquely determined.)

• In summary: 10 different cases.
Tabular representation of tenfold-way classification:

class T P S D=1 D=2 D=3
A 0 0 0 0 Z (e.g. QHE) 0

AIII 0 0 1 Z (e.g. SSH) 0 Z
AI + 0 0 0 0 0
BDI + + 1 Z 0 0
D 0 + 0 Z2 (e.g. Maj. wire) Z 0

DIII - + 1 Z2 Z2 Z
AII - 0 0 0 Z2(e.g. QSH) Z2(e.g. TI)
CII - - 1 2Z 0 Z2
C 0 - 0 0 2Z 0
CI + - 1 0 0 2Z

• The right hand side of the 10-fold way table shows the topological classification.
We have already seen the SSH model (1D class AIII) and the Chern insulator or QHE (2D class A) as
examples.

12.6 Time reversal invariant topological insulators (in 2D, class AII)(07.01.2022)

• With time-reversal symmetry: Anti-symmetric Berry curvature F(k) = −F(−k) (does not necessarily
vanish!), but leads to C = −C → C = 0.
Consequence: No (quantum) Hall effects with time-reversal symmetry.
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– Proof: From time-reversal symmetry, have for eigenvector u of Bloch-Hamiltonian h(k): u(k) =
U?T · u?(−k) and u?(k) = UT · u(−k). Insert in:

Fz(k) = i [∂kxu?(k)] ·
[
∂kyu(k)

]
− i

[
∂kyu

?(k)
]
· [∂kxu(k)]

= i
[
∂kxu(−k)UTT

]
·
[
U?T∂kyu

?(−k)
]
− i

[
∂kyu(−k)UTT

]
· [U?T∂kxu?(−k)]{

UTT U
?
T = 1

}
= −Fz(−k)

Quantum spin Hall effect

• Idea: Add spin-ful time-reversal symmetry

UT = iσy =
(

0 1
−1 0

)
(60)

to the 2D Chern-insulator Hamiltonian (35) (here called H0). Recall H0 was made from two “colors” of
spin-less electrons cA,B (suppressed τ -grading).

H =
(
c†↑, c

†
↓

)( H0 0
0 H?

0

)
︸ ︷︷ ︸

H

(
c↑
c↓

)
(61)

Hamiltonian H is time-reversal symmetric:

U †TH
?UT = σyH

?σy = H (62)

• Edge-state picture: H has two counter-propagating chiral modes at each edge, with opposite spin
[Fig. 30(a)].
Note: Time-reversal is local, but maps left-moving to right-moving states (kx ↔ −kx) and flips the spin.
At time-reversal invariant momentum (TRIM, kx = 0): The two states are Kramers partners.

• Hall conductivities:

– for charge: σxy = e2

h (C↑ + C↓) = 0 where C↑,↓ are spin-resolved Chern numbers with C↑ = −C↓.
(Consistent with σxy = 0 for time-reversal symmetric system).

– for spin: Weigh charge-current by spin, good as long as Sz conserved: σsxy = e2

2h (C↑ − C↓) = e2/h
(if H0 such that C↑ = −C↓ = 1). This is the spin-Hall conductivity.

(a) Chiral edge states for each spin (b) Gapping the edge would violate 
Kramers degeneracy

(c) Generic edge state dispersion between two TRIM 

conduction band

valence band

non-trivial case
vertical connection

conduction band

valence band

trivial case

Figure 30: Time-reversal symmetric topological insulator.
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Spin-orbit coupling

• Problem I: H is block-diagonal, which is related to the imposed spin-rotation symmetry, [H,σz] = 0.
Can we break the latter by terms on the off-diagonal but still preserve time-reversal?

• Answer: Spin-orbit coupling.
Want H → H + HSO with HSO = fx(k)σx + fy(k)σy, fx,y ∈ R. According to Eq. (62), we need
fx,y(k) != −fx,y(−k), i.e. fx(kx) = sin kx. The resulting terms like c†↑(k) sin (kx) c↓(k) are known as
spin-orbit coupling (orbit ~ momentum).

• Reminder: Spin-orbit coupling

– was introduced in atomic physics a contribution λSOŜ · L̂, with Ŝ spin-1/2 operator and L̂ = r̂× p̂,
both odd under time-reversal.

– is a relativistic effect λSO ∼ [#protons]4 → Spin-orbit coupling more pronounced in materials with
heavy elements.

Robustness of edge-states

• Once Sz is no longer conserved, [H,σz] 6= 0, it makes no sense to define spin-Hall conductivity.

• Problem II: Are the edge states robust if time-reversal symmetry is maintained? Or can they be gapped
out?

• First answer: Perturbation theory.

– Let |ψ〉 and |ψ′〉 = T̂ |ψ〉 be the degenerate Kramers partner states (at kx = 0).
– Check for their overlap

〈
ψ|ĤSO|ψ′

〉
under the most general time-reversal symmetric perturbation:〈

ψ|ĤSOT̂ |ψ
〉

anti−unitary=
〈
T̂ψ|T̂ ĤSOT̂ |ψ

〉?
[T̂ ,ĤSO]=0

=
〈
T̂ψ|ĤSOT̂

2|ψ
〉?

= −
〈
T̂ψ|ĤSO|ψ

〉?
= −

〈
ψ|ĤSOT̂ |ψ

〉
– Find:

〈
ψ|ĤSO|ψ′

〉
= 0. No gap opening in perturbation theory.

• Second answer:
Kramers theorem ties the “knot”, i.e. dashed circle in Fig. 30(a), together. It can only be moved in
energy, but not gapped.

Edge states for generic situation and Z2 invariant [Fig. 30(c)]:

• Energy of Kramers pairs is not tied to EF . We might or might not have edge states, their presence can
also be accidental (i.e. non-topological).

• Kramers degeneracy is guaranteed for each state at kx = 0 and π/a = −π/a (part k < 0 part of BZ not
shown due to time-reversal redundancy).

• Connectivity between states at kx = 0 and π/a fixes value ν ∈ {0, 1} of Z2 topological invariant:

– ν = 1: Connection of alternating Kramers pairs, odd parity of EF crossings. Cannot remove crossing,
perfect edge conduction g = e2/h.

– ν = 0: Pairing of Kramers energies, even number of EF crossings. Can push pair of edge states
below EF , obtain trivial edge.

• Z2 nature: Combining two “ν = 1“ edges leads to a trivial edge “ν = 0”, since band-crossings away from
TRIM are not protected (not avoided).
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Scattering theory view-point for disordered edge [Fig. 31]

• Consider left and right clean regions (L,R) with N edge states that have a velocity v = ∂kE(k) pointing
towards the disordered scattering region (incoming). Label states |n,L〉 and |n,R〉 , n = 1, 2, ..., N .

• Recall that ν = N mod2, so a topologically non-trivial case corresponds to odd N .

• The N time-reversed partners T̂ |n〉 move in the opposite direction away from the scattering region
(outgoing)

• Ansatz for scattering states in left and right region:

|Ψ, L〉 =
N∑
n=1

αn,L|n,L〉︸ ︷︷ ︸
in

+ βn,LT̂ |n,L〉︸ ︷︷ ︸
out

|Ψ, R〉 =
N∑
n=1

αn,R|n,R〉︸ ︷︷ ︸
in

+ βn,LT̂ |n,L〉︸ ︷︷ ︸
out

The α and β are not independent but related by continuity conditions to eigenstate wavefunctions in the
disordered region.

• The unitary 2Nx2N scattering matrix S relates incoming to outgoing amplitudes:(
βL
βR

)
= S

(
αL
αR

)
(63)

It is customary to write S in NxN transmission and reflection blocks:

S =
(
r t
t′ r′

)
(64)

The transmission probability is tr
(
t†t
)
and the Landauer conductance g = tr

(
t†t
)
e2/h.

• What can be said about tr
(
t†t
)
?

Check how time-reversal acts on S, use T̂ 2 = −1:

T̂ |Ψ, L〉 =
N∑
n=1

α?n,LT̂ |n,L〉︸ ︷︷ ︸
out

− β?n,L|n,L〉︸ ︷︷ ︸
in

T̂ |Ψ, R〉 =
N∑
n=1

α?n,RT̂ |n,R〉︸ ︷︷ ︸
out

− β?n,L|n,L〉︸ ︷︷ ︸
in

These states still fulfill the Schrödinger equation, thus can read off S:(
α?L
α?R

)
= −S

(
β?L
β?R

)
(65)

Complex conjugate and multiply with (S?)−1 = ST , compare to Eq. (63). We find:

S = −ST (66)

or (
r t
t′ r′

)
= −

(
rT t′T

tT r′T

)
(67)

• Consequence of Eq. (66):
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– Try to gap out the edges ↔ t = 0 = t′. Then all states must be reflected back, we require r†r = 1 =
r′†r′.

– Is it possible to have r†r = 1 and r = −rT ? Not possible for N = 1, for N = 2 can take r = σy, ...
– For odd N : From r = −rT spectral theory requires to have a single zero eigenvalue (in conflict with
eiφ eigenvalues of unitary matrices).
From trr†r + trt†t = N and the presence of the zero-eigenvalue of r†r, we find that trt†t ≥ 1.

– Conclusion: The edge cannot localize for odd N (ν = 1) and has a minimum conductance g = e2/h.

(a) Scattering theory for edge states

disordered region

out,Rin,L
in,Rout,L

[König et al, Science 2007]

I: top trivial sample
II, III,IV: top non-trivial samples 
with decreasing size

(b) Time reversal invariant top. 
insulator in HgCdTe quantum well 

HgTe

CdTe d

Figure 31: Scattering theory for edge of 2D time-reversal invariant topological insulator in class AII.

Topological bulk invariant

• For Bloch Hamiltonian H(k), define matrix

wmn(k) ≡ u?m(k) · UTK · un(−k)

where n,m run over all occupied bands.

• The matrix wmn(k) is unitary and fulfills wmn(k) = −wnm(−k). At the four TRIM ka (defined by
ka = −ka + G), we then have an antisymmetric matrix

wmn(ka) = −wnm(ka) ≡ (wa)mn (68)

• For an antisymmetric matrix A = −AT , the Pfaffian Pf(A) is defined, which squares to the determinant,
Pf(A)2 = detA. Hence

δa ≡
Pfwa√
detwa

= ±1. (69)

• To define the bulk invariant ν ∈ {0, 1}, chose a continous un(k) in the Brillouin zone. As the Chern
number vanishes (C = 0), this is always possible. Then the branch of

√
detw(k) can be specified globally

(as detw(k) does NOT wind around the origin) and we can obtain:

(−1)ν =
4∏

a=1
δa (70)

Experimental realization [Fig. 31(b)] Würzburg experiment: [König et al, Science 318, 766 (2007)]

• Heavy-element semiconductor Hg1−xCdxTe, where the energy of p- and s-bands inverts when going from
CdTe (non-topological) to HgTe (topological).

• Build sandwich structure, tune Fermi energy in band gap via gate, find quantized conductance G = 2e2/h
from two edge states with v > 0. This only works if sample is small enough, it is still debated what causes
backscattering (magnetic impurities or interactions?).
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12.7 Topological superconductors

Case study: Kitaev’s Majorana wire and possible realization.

Exercises

12.1 Two-band model Show that the states in Eq. (9) are indeed eigenstates for the two-band Hamiltonian
in (8). Show that the Berry curvature is given by Eq. (10).

12.2 Weyl points: Topology for gapless points in 3D

1. Consider a generic two-band model in 3D,

H(k) = f0(k)1 + fx(k)σx + fy(k)σy + fz(k)σz, (71)

with f0,x,y,z ∈ R and k = (kx, ky, kz) ∈ T 3. Find the two eigenenergies E±(k). Argue that a given band-
crossing point at k = k0, defined by E+(k0) = E−(k0) ≡ E0, is generically stable, i.e. it cannot disappear
under small variations of the functions f0,x,y,z. In 2D, why would a band-crossing point generically be
unstable?

2. One can expand H(k) around the gapless momentum k0 in lowest order in q = k− k0. For a particular
choice of f0,x,y,z, one would then find the Weyl-Hamiltonian,

HW
0 (q) = v (σxqx + σyqy + σzqz) , (72)

with the velocity v > 0 and up to an energy shift of E0. Switch to spherical coordinates and compute the
Berry curvature F(q). Show that the Weyl points k0 are quantized sources of Berry flux (“monopoles” in
the magnetic analogy), i.e. show by an explicit calculation using that for a two-dimensional closed surface
S surrounding k0 (i.e. ball), one has Chern number

C = 1
2π

ˆ
S
F(q) · dS = 1. (73)

Fact: For v → χv with χ = ±1 called the “chirality”, this result would generalize to C = χ, i.e. a Weyl
point with negative velocity would act as a sink of Berry flux.

3. Argue that in a realistic bandstructure k ∈ T 3, Weyl points only occur in pairs with χ = ±1. That is,
there is no single Weyl point! Hint: Think how the monopole flux lines are compatible with the periodic
nature of the Brillouin zone.

Remark: Weyl points are indeed ubiquitous even in the band-structure of mundane materials like iron. However,
they become only relevant in materials where the Weyl points energy is located close to the Fermi energy. These
materials exist, they are called Weyl semimetals and have been recently investigated due to their interesting
topological properties.

12.3 Rice-Mele model as Thouless charge pump Consider the Rice-Mele model which is the SSH-Model
of Eq. (15) with the additional on-site terms contributed by Eq. (23),

H =
∑
i

(1 + δ) c†AicBi + (1− δ) c†Ai+1cBi + h.c.+m
∑
i

(
c†AicAi − c

†
BicBi

)
. (74)

We have put t = 1 to avoid confusion with the time variable. Show that the Hamiltonian can be written as

H(k) = d(k) · σ,
d(k) = ([1 + δ] + [1− δ] cos ka, [1− δ] sin ka, m) .
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We define the adiabatic pumping cycle via the following time dependence of the two parameters δ and m:

(δ(t),m(t)) =
(

cos 2πt
T
, sin 2πt

T

)
. (75)

Show that the pumped charge in the time interval between t = 0 and t = T is given by |∆P | = e. Hint: Argue
by considering the direction of d̂(k, t) at the high-symmetry points (k, t) = (0, 0), (0, T/2), (π/a, 0), (π/a, T/2).
Next, let us see the pump at work in a numerical simulation (use your favorite tool like Mathematica or
Python). Consider the Rice-Mele model (74) for a finite length (i = 1, 2, ..., L) and with open boundary
conditions (i.e. the chain just terminates at both ends). Work with a chain of L ' 10 unit-cells and find the
instantenous eigenstates for finely spaced times, e.g. t/T = 0, 0.01, 0.02, ..., 1. Plot the eigenenergies En(t)
over t/T . Investigate which of the eigenstates are end-states, i.e. localized at the end of the chain. You can
add this information in your above energy plot by coloring the data points. Confirm that during a pump cycle
(i) the bulk gap stays open, (ii) there emerges an in-gap state localized at the right end from the lower band
which gets pushed above the Fermi energy and merges with the upper band. Similar with a left end-state which
traverses the gap from high to low energies.
Explain in words and using a sketch how this leads to charge pumping of one electronic charge per cycle if the
pump is placed between two leads (electron reservoirs) with their (equal) Fermi energies at or around E = 0.

12.4 Symmetry classification of superconductors In this problem, we explore the rich interplay of
unitary and anti-unitary symmetries for Bogoliubov-de Gennes (BdG) Hamiltonians describing superconducting
systems in mean-field approximation. These second-quantized Hamiltonians

Ĥ = 1
2 ψ̂
†hBdGψ̂ (76)

are defined in terms of Nambu-spinors, ψ̂† =
(
ĉ†↑, ĉ

†
↓, ĉ↑, ĉ↓

)
and ψ̂ =

(
ĉ↑, ĉ↓, ĉ

†
↑, ĉ
†
↓

)T
, where ĉσ with σ =↑, ↓

should be thought of as an N -vector containing possible further (spatial, ...) indices. Note that the Nambu
spinors fulfill canonical anti-commutation relations

{
ψ̂a, ψ̂

†
b

}
= δab with a, b = 1, 2, ..., 4N . Assume that the

zero of energy is shifted such that trhBdG = 0.

1. Show that due to the redundancy of ψ̂† and ψ̂, it follows that hBdG fulfills

τxh
T
BdGτx = −hBdG (77)

with τx =
(

0 12N
12N 0

)
and the matrix Hamiltonian hBdG thus belongs in class D. Show that this leads

to the most general form

hBdG =
(

Ξ ∆
−∆? −ΞT

)
(78)

where Ξ = Ξ† and ∆ = −∆T are 2N × 2N matrices.
If (spinful) time-reversal symmetry is present for our superconductor, this would lead to the additional
symmetry

σyh
?
BdGσy = hBdG. (79)

where σy contains two diagonal blocks of i
(

0 −1N
1N 0

)
. What is the symmetry class of such a time-

reversal symmetric BdG Hamiltonian?

2. Now assume that the system has an additional unitary U(1) spin rotation symmetry around the Sz-axis
in spin space. Show that Ĥ can then be written as

Ĥ = Ψ̂†h̃BdGΨ̂ + const. (80)

where Ψ̂† =
(
ĉ†↑, ĉ↓

)
. (Hint: Think about which terms ĉ(†)

σ1 ĉ
(†)
σ2 in Eq. (76) are now forbidden.) What is the

symmetry classification of h̃BdG in this case? How does the answer change if in addition, time-reversal
symmetry of Eq. 79 is imposed?
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3. Bonus: Finally, assume that the system has full SU(2) spin rotation symmetry. What further restriction on
h̃BdG is imposed and what is its symmetry classification? Again, what changes if time-reversal symmetry
of Eq. 79 is imposed in addition? (You should find class C and CI, respectively.)
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