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Abstract

These notes present a pedagogical introduction to magnetic monopoles and exact
electromagnetic duality in supersymmetric gauge theories. They are based on lectures
given at the 1995 Trieste Summer School in High Energy Physics and Cosmology and at
the 1995 Busstepp Summer School at Cosener’s House.
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0. Introduction

0.1. Introduction and Outline

The subject of magnetic monopoles has a remarkable vitality, resurfacing every few

years with new focus. The current interest in magnetic monopoles centers around the

idea of electromagnetic duality. Exact electromagnetic duality, first proposed in modern

form by Montonen and Olive [1], has finally been put to non-trivial tests [2,3,4,5,6,7] in

finite N = 4 Super Yang-Mills theory [8] and special finite N = 2 theories [9]. Although

duality is far from being understood, the evidence is now sufficiently persuasive that the

focus has turned from testing to duality to understanding its consequences and structure.

Perhaps more significantly, it has also been understood that duality plays a central role in

understanding strongly coupled gauge theories with non-trivial dynamics, particularly in

their supersymmetric form [10,5]. Here the duality is not exact but nonetheless the idea

of a dual formulation of a strongly coupled theory in terms of weakly coupled magnetic

monopoles is central and the dynamics of these theories is closely tied to the properties of

magnetic monopoles, many of which can be studied semi-classically.

These lectures are intended to provide an introduction to the properties of magnetic

monopoles which are most relevant to the study of duality. They have for the most part

been kept at a level which should be appropriate for graduate students with a good grasp

of quantum field theory and hopefully at least a passing acquaintance with supersymme-

try and some of the tools of general relativity. There is also a recent review of exact

electromagnetic duality by David Olive [11] which I highly recommend. There are many

topics which are not covered, including, monopoles in gauge groups other than SU(2),

homotopy theory as applied to magnetic monopoles, the Callan-Rubakov effect, astro-

physical implications of magnetic monopoles, experimental and theoretical bounds on the

cosmic monopole abundance, and in general anything having to do with “real ” magnetic

monopoles as they might be found in nature. These omissions are more than made up for

by the existence of excellent reviews which cover this material [12,13,14,15] and which the

student should consult to complement the present lectures. I have also not covered most

of the sophisticated mathematics related to the structure of the BPS monopole moduli

space. A good reference for this material is [16].

What I have tried to do is to take a fairly direct route starting from the basics of

magnetic monopoles and ending at the new evidence for S-duality found by A. Sen in

February, 1994 [2]. These lectures are organized as follows. The first lecture begins with
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a brief discussion of some early examples of duality in physical systems. The basic ideas

of electromagnetic duality and the Dirac monopole are then introduced followed by a

discussion of the ’t Hooft Polyakov monopole. Lecture two begins a discussion of magnetic

monopoles in the BPS limit of vanishing scalar potential. The Bogomol’nyi bound is

derived and the BPS single charge monopole solution is presented. Spontaneous breaking

of dilation symmetry and the Higgs field as “dilaton” are discussed. Collective coordinates

are introduced through a concrete construction of the moduli space of the charge one

BPS solution and then a more formal discussion of the moduli space of BPS monopoles

is given. The third lecture discusses the dependence of monopole physics on the θ angle

and introduces Montonen-Olive duality and its generalization to SL(2, Z) known as S-

duality. The coupling of fermions to magnetic monopoles is explored in the fourth lecture.

Fermion zero modes are constructed and the effects of their quantization on the monopole

spectrum is discussed. The fifth lecture explores the consequences of both N = 2 and

N = 4 supersymmetry for monopole physics. The Bogomolnyi bound is revisited and

related to a central extension of the supersymmetry algebra and the relation between BPS

saturated states and short supermultiplets is briefly discussed. Finally, the basic features

of supersymmetric quantum mechanics on the monopole moduli space are presented. The

final lecture is devoted to the evidence for S-duality which comes from an analysis of the

two-monopole moduli space following the work of Sen. I have included in this lecture a

brief explanation of some elegant work of Manton’s on the asymptotics of the two monopole

moduli space. The final section contains some very brief remarks on open problems and

recent developments. I have also taken the liberty of expanding some of the lectures beyond

the material actually presented in order to provide what I hope will be a more useful review

of duality.

There have of course been spectacular new developments in understanding duality in

supersymmetric gauge theories with N = 1, 2, 4 supersymmetry and also in understanding

duality in string theory [17,18] which are not covered at all in these lectures. These

developments show that electromagnetic duality is a profound new tool for probing the

behavior of strong coupling dynamics. The material covered here is rather mundane in

comparison but hopefully will provide students with some of the background necessary to

appreciate and contribute to these new ideas.
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0.3. Conventions

We will use standard “field theory” relativity conventions with Minkowski space sig-

nature (+ −−−) and ϵ0123 = +1. Greek indices run over the range 0, 1, 2, 3 while Roman

indices run over the spatial indices 1, 2, 3.

Generators T a of a compact Lie algebra are taken to be anti-Hermitian. Gauge fields

will be written as vector fields with an explicit gauge index Aa
µ, as Lie-algebra valued

vector fields, Aµ = Aa
µT a, or as Lie-algebra valued one-forms A = Aµdxµ.

The speed of light c will always be set to 1. For the most part I will set h̄ = 1 and

denote the gauge coupling by e. We will use Heaviside-Lorentz conventions for electromag-

netism with factors of 4π appearing in Coulomb’s law rather than in Maxwell’s equations.

The electric field of a point charge q is

E⃗ =
qr̂

4πr2
.

Similarly the magnetic field far outside a magnetic monopole of magnetic charge g is given

by

B⃗ =
gr̂

4πr2
.

It is common in some monopole literature [14] to use definitions of the electric charge e

and magnetic charge g which differ by a factor of 4π in order to preserve the quantization

condition in the form originally given by Dirac, eg = n/2. Since the emphasis of these

notes is on duality between electric and magnetic states, such a convention is inappropriate.

Another common convention in the monopole literature [19] leaves h̄ as an independent

constant but sets the gauge coupling e = 1.

Other conventions involving supersymmetry and gamma matrices will be discussed in

the text as they arise.
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0.4. Exercises

Each lecture is followed by a set of exercises. Most of these are short and straight-

forward and are meant to reinforce the material covered rather than to seriously challenge

the student. A few of the problems involve somewhat more advanced topics. As usual,

serious students are strongly encouraged to work most of the problems.

1. Lecture 1

1.1. Duality

Saying that a physical system exhibits “duality” implies that there are two comple-

mentary perspectives, formulations, or constructions of the theory. To begin I will briefly

describe duality in three systems which have had an impact on the search for duality in

four-dimensional gauge theories.

In quantum mechanics we say that there is particle-wave duality meaning that quan-

tum mechanically particles can exhibit wave like properties and waves (e.g. light) can

exhibit particle like properties. We can think of this roughly speaking as the relation be-

tween the position space basis of states ⟨x|ψ⟩ and the momentum space basis ⟨p|ψ⟩ given

by Fourier transform.

The harmonic oscillator provides a simple example of a system exhibiting “self-duality”

in the sense that it looks the same in coordinate space and in momentum space. So consider

the harmonic oscillator Hamiltonian

H =
p2

2m
+ 1

2mω2x2 (1.1)

with [x, p] = i. We can define a duality transformation which exchanges position and

momenta by 1

D : x → p/mω, p → −mωx (1.2)

Note that this is a canonical transformation and thus preserves the commutation relations.

Squaring D we find D2 = P with P the parity operator P : x → −x. The fact that D is

a symmetry of the harmonic oscillator is reflected in the fact that the ground state wave

function and its Fourier transform are transformed into one another by the action of D, the

1 This is clearly a discrete subgroup of a continuous symmetry which rotates p and x into each

other.
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Fourier transform of a Gaussian wave function is again Gaussian. Of course this is a rather

trivial system, analogous to free field theory, and we will see in fact that the duality here is

closely related to the electromagnetic duality of free Maxwell theory. We will later argue

for an exact extension of electromagnetic duality in N = 4 super Yang-Mills theory which

in some poetic sense should thus be regarded as the harmonic oscillator of four-dimensional

gauge theory.

Another system, also exactly soluble, which exhibits a somewhat different kind of

duality is the Ising model. This is defined by taking a set of spins σi taking the values

±1 and living on a square two-dimensional lattice with nearest neighbor ferromagnetic

interactions of strength J . The partition function at temperature T is

Z(K) =
∑

σ

exp(K
∑

(ij)

σiσj) (1.3)

where the sum on i, j runs over all nearest neighbors, the sum on σ over all spin config-

urations, and K = J/kBT . This theory was solved explicitly by Onsager and exhibits a

first-order phase transition to a ferromagnetic state at a critical temperature Tc. However

even before Onsager’s solution the critical temperature was computed by Kramers and

Wannier using duality. They showed that the partition function (1.3) could be represented

in two different ways as a sum over plaquettes of a lattice. In the first form the sum is

over plaquettes of the original lattice with coupling K. In the second form one finds a sum

over plaquettes of the dual lattice (the square lattice whose vertices are the centers of the

faces of the original lattice ) with coupling K∗ where sinh 2K∗ = 1/(sinh 2K). Since the

dual lattice is also a square lattice, the two formulations are equivalent, but with different

values of K. Note also that high temperature (K << 1) or weak coupling is mapped to

low temperature (K∗ >> 1) or strong coupling on the dual lattice. Now if the system is

to have a single phase transition then it must occur at the self-dual point with K = K∗

or sinh(2J/kBTc) = 1.

This model provides a more striking example of the use of duality. Duality provides

non-trivial information about the critical behavior and relates a strongly coupled theory

to a weakly coupled theory. Since many of the thorniest problems in theoretical physics

involve strong coupling (e.g. quark confinement, high Tc superconductivity ) it is very

tempting to look for dualities which would allow us to use a dual weakly coupled formula-

tion to do computations in such strongly coupled theories.
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Another system which adds to this temptation occurs in two-dimensional relativistic

field theory. The sine-Gordon model is defined by the action

SSG =

∫

d2x

(

1
2∂µφ∂

µφ+
α

β2
(cosβφ− 1)

)

. (1.4)

This theory has meson excitations of mass Mm =
√
α and solitons which interpolate

between different minima of the potential with mass Ms = 8
√
α/β2. By expanding the

potential to quartic order we see that β2 acts as the coupling constant for this theory.

Thus the soliton mass is large (compared to the meson mass) at weak coupling.

Remarkably, this theory is known to be completely equivalent to an apparently quite

different theory of interacting fermions knows as the Thirring model. The action of the

Thirring model is

ST =

∫

d2x
(

ψiγµ∂
µψ + mψψ − g

2
ψγµψψγµψ

)

(1.5)

At first sight these two theories appear completely different, but through the miracle of

bosonization they are in fact completely equivalent [20,21]. The map between the two

theories relates the couplings through

β2

4π
=

1

1 + g/π
(1.6)

and maps the soliton of the SG theory to the fundamental fermion of the Thirring model

and the meson states of the SG theory to fermion anti-fermion bound states. As in the

Ising model, we see from (1.6) that strong coupling in one theory (i.e. large g) is mapped to

weak coupling (small β ) in the other theory. Thus duality provides a means of performing

strong coupling calculations in one theory by mapping them to weak coupling calculations

in a dual theory.

From these example we can extract certain general features of duality symmetries,

although not all may be present in all examples. First, duality relates weak and strong

coupling. Second, it interchanges fundamental quanta with solitons and thus exchanges

Noether charges with topological charges. Finally it often involves a geometric duality, for

example relating lattices to their duals. In four dimensional supersymmetric gauge theories

we will find obvious generalizations of the first two features. The geometrical aspects of

duality are also present, but only become clear when one considers general gauge groups.

The search for duality in four-dimensional gauge theories seems to have been moti-

vated by the existence of dualities in these simpler systems, by electromagnetic duality and
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the results of Dirac, ’t Hooft and Polyakov regarding the possible existence of magnetic

monopoles, and by the work of Mandelstam, ’t Hooft and others suggesting that confine-

ment in QCD might arise as a dual form of superconductivity involving condensation of

some sort of magnetically charged objects.

In spite of these hints, it has only been in the last two years that the idea of duality in

non-trivial four-dimensional theories has been taken seriously by most particle physicists.

These lectures will lead up to one non-trivial test of duality, but the skeptic could certainly

remain unconvinced by the evidence discussed here. Although the conceptual underpin-

nings of duality remain quite mysterious, recent developments in gauge theory and string

theory leave little room to doubt that duality exists and has significant applications.

1.2. Electromagnetic Duality

Maxwell’s equations read

∇⃗ · E⃗ = ρe ∇⃗ · B⃗ = 0

∇⃗ × B⃗ − ∂E⃗

∂t
= J⃗e ∇⃗ × E⃗ +

∂B⃗

∂t
= 0.

(1.7)

When ρe = J⃗e = 0 these equations are invariant under the duality transformation

D : E⃗ → B⃗, B⃗ → −E⃗. (1.8)

Note that D2 takes (E⃗, B⃗) → (−E⃗,−B⃗) which is a transformation by charge conjugation,

C 2. Thus the first thing we learn is that theories with exact duality must also be invariant

under charge conjugation. The duality transformation (1.8) can be generalized to duality

rotations parameterized by an arbitrary angle θ,

E⃗ → cos θE⃗ + sin θB⃗,

B⃗ → − sin θE⃗ + cos θB⃗.
(1.9)

We will see later that this continuous duality transformation is broken to a discrete sub-

group by instanton effects when duality is embedded in non-abelian gauge theories. If

we write the Maxwell equations in covariant form in terms of the field strength Fµν with

F 0i = −Ei and F ij = −ϵijkBk then we have

∂µFµν = jνe , ∂µ ∗ Fµν = 0 (1.10)

2 Note the analogy with the duality transformation (1.2) for the harmonic oscillator. This

analogy can be made precise by decomposing the electromagnetic field in terms of normal modes.
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where ∗Fµν = 1
2 ϵ

µνλρFλρ and the duality transformation (1.8) takes the form Fµν → ∗Fµν .

Note that in Minkowski space ∗∗ = −1 in agreement with D2 = −1.

The duality symmetry of the free Maxwell equations is broken by the presence of

electric source terms. For this reason it is of no practical interest in everyday applications

of electromagnetism. However the possibility that such a symmetry might nonetheless

exist in some more subtle form has long intrigued physicists.

If we are to have such a symmetry it is clear that we will have to make the equations

(1.7) symmetric by including magnetic source terms so that ∂µ ∗ Fµν = kν with kν the

magnetic four-current. Of course in standard electromagnetism we actually take advantage

of the lack of such source terms to introduce a vector potential. That is using ∂µ ∗Fµν = 0

we write Fµν = ∂µAν − ∂νAµ with Aµ = (Φ, A⃗) the vector potential. The association of

a vector potential to a given field strength is not unique. The ambiguity is that of gauge

transformations

Aµ → Aµ − ∂µχ (1.11)

which leave the field strength invariant.

Now recall that in coupling electromagnetism to quantum mechanics it is the vector

potential Aµ and not just the field strength that plays a central role. Minimal coupling

involves replacing the momentum operator by its covariant generalization

p⃗ = −i∇⃗ → −i(∇⃗ − ieA⃗) (1.12)

with e the electric charge. The Schrödinger equation

i
∂ψ

∂t
= − 1

2m
(∇⃗ − ieA⃗)2ψ + V ψ (1.13)

is then invariant under the combination of a gauge transformation on the vector potential

and a phase transformation of the wave function:

ψ → e−ieχψ

A⃗ → A⃗ − ∇⃗χ ≡ A⃗ − i

e
eieχ∇⃗e−ieχ.

(1.14)

The latter form of the gauge transformation has been used to indicate that the fundamental

quantity is the U(1) group element eieχ and not χ itself.

Now returning to duality, we can ask, following Dirac, whether it is possible to add

magnetic source terms to the Maxwell equations without disturbing the consistency of the

coupling of electromagnetism to quantum mechanics. Dirac’s argument [22], adapted to

a modern perspective following the work of Wu and Yang [23] is given in the following

section.
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1.3. The Dirac Monopole á la Wu-Yang

Since we certainly do not believe that electromagnetism is correct down to arbitrarily

small distance scales, let us first try to find a consistent description of a magnetic monopole

excluding from consideration a region of radius r0 around the center of the monopole. That

is for r > r0 we have a magnetic field

B⃗ =
gr̂

4πr2
(1.15)

and we want to find a consistent description of quantum mechanics for r > r0 in the pres-

ence of such a monopole magnetic field. Mathematically we are looking for a description

in R3 − {0}.

To couple a quantum mechanical charged particle to a background field we need the

vector potential, but this seems inconsistent with having a magnetic monopole field. The

solution involves making use of the ambiguity relating the vector potential to the field

strength. To be specific, we can try to use different vector potentials in different regions as

long as the difference between them on overlap regions is that of a gauge transformation.

Then the physically measurable field strength will be continuous and well defined. The

simplest way to accomplish this is to divide a two-sphere S2 of fixed radius r > r0 into a

Northern half N with 0 ≤ θ ≤ π/2, a Southern half S with π/2 ≤ θ ≤ π and the overlap

region which is the equator E at θ = π/2 (if desired the overlap region can be taken to be

a band of finite width including the equator). The vector potential on the two halves is

then taken to be [23]

A⃗N =
g

4πr

(1 − cos θ)

sin θ
êφ

A⃗S = − g

4πr

(1 + cos θ)

sin θ
êφ.

(1.16)

Note that on the two halves of the two-sphere the magnetic field as given by B⃗ = ∇⃗ × A⃗

agrees with (1.15). Note also that AN,S have singularities on (S, N) but are well defined

in their respective patches.

Now to see if this construction makes sense we must check that the difference between

AN and AS on the overlap region is indeed a gauge transformation. We have at θ = π/2

A⃗N − A⃗S = −∇⃗χ, χ = − g

2π
φ, (1.17)
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so that the difference is a gauge transformation. However the gauge function χ is not

continuous. This was in fact inevitable as the following calculation of the enclosed magnetic

charge demonstrates:

g =

∫

N
B⃗N · dS⃗ +

∫

S
B⃗S · dS⃗ =

∫

E
(A⃗N − A⃗S) · d⃗l = χ(0) − χ(2π). (1.18)

But physics does not require that χ be continuous. As is clear from (1.14), physical

quantities will be continuous as long as e−ieχ is continuous. This then gives us the condition

e−ieg = 1 or

eg = 2πn, n ∈ Z (1.19)

which is the celebrated Dirac quantization condition [22].

Let me pause to make a few comments about what we have done so far.

1. As observed by Dirac, the presence of a single magnetic monopole anywhere in the

universe is sufficient to guarantee that electric charge must be quantized. The quan-

tization of electric charge is of course one of the fundamental experimental facts in

particle physics and this provides an attractive explanation of why this should be the

case.

2. The U(1) group of gauge transformations has elements e−ieχ. If charge is quantized

in units of some fundamental quanta e1 then χ = 0 and χ = 2π/e1 give the same

gauge transformation. That is the range of the parameter χ is compact. It is useful

to make the distinction between the compact one-parameter group which we will call

U(1) and the non-compact one-parameter group which we will call R which arises if

charge is not quantized and thus the parameter range is the whole real line. Magnetic

monopoles require a compact U(1) gauge group. Conversely, whenever a theory has

a compact U(1) gauge group it has magnetic monopoles. As we will see this includes

grand unified theories where the U(1) group is compact because it is embedded in

a compact Lie Group such as SU(2) but it also includes Kaluza-Klein theory where

the U(1) arises from symmetries of a compact space and string theory where the

compactness seems necessary but is not yet completely understood in all cases.

3. Mathematically what we have done is to construct a non-trivial U(1) principal fibre

bundle. The base manifold is an S2 at fixed radius which we cover with two coordinate

patches. The fibers are elements of U(1). The fibers are patched together with gauge

transformations which are the transition functions. The magnetic charge is the first

Chern class of this principal fibre bundle.
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4. In the real world the low-energy gauge group includes more that just the U(1) of elec-

tromagnetism, it includes SU(3) of color and there are quarks which carry fractional

electric charge. Must the Dirac condition be satisfied with respect to the electron

or the quarks? The answer to this involves delving into monopoles in grand unified

gauge theories. The brief answer is that, viewed from a distance, color is confined and

monopoles must only satisfy the Dirac condition with respect to the electron. When

viewed close-up such monopoles must also carry a color magnetic charge and the com-

bination of the color magnetic charge and ordinary magnetic charge must satisfy a

generalization of the Dirac quantization condition. For details see [24].

1.4. The ’t Hooft-Polyakov Monopole

So far we have argued that there is a sensible quantum mechanics which includes

magnetic monopoles as long as the charge is quantized and as long as we do not ask what

happens inside the monopole. However there is in this framework no way to determine

most of the properties of these monopoles including their mass, spin, and other quantum

numbers. I now want to discuss a beautiful result of ’t Hooft and Polyakov [25,26] which

allows us to probe inside the monopole and study its properties in detail.

Given that monopoles make sense if and only if the U(1) gauge group is compact, it

makes sense to look for them in theories where U(1) is compact because it is embedded

inside a larger compact gauge group 3. The simplest possibility is the embedding U(1) ⊂
SU(2) and it is this possibility which will occupy our attention for most of these lectures.

We will take as a starting point the Yang-Mills-Higgs Lagrangian

L = −1

4
F a

µνF
aµν +

1

2
DµΦaDµΦa − V (Φ) (1.20)

where

F a
µν = ∂µAa

ν − ∂νA
a
µ + eϵabcAb

µAc
ν (1.21)

and the covariant derivative of Φ is

DµΦa = ∂µΦa + eϵabcAb
µΦc (1.22)

3 Compact U(1) groups can also arise in Kaluza-Klein theory and in string theory and there

one also finds magnetic monopole solutions [27,28,29].
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with a, b, c = 1, 2, 3 labeling the adjoint representation of SU(2). The potential V (Φ) is

chosen so that the vacuum expectation value of Φ is non-zero. To be concrete we take

V (Φ) = λ(ΦaΦa − v2)2/4.

By varying (1.20) with respect to Aa
µ and Φa we obtain the equations of motion

DµF aµν = eϵabcΦbDνΦc

(DµDµΦ)a = −λΦa(ΦbΦb − v2).
(1.23)

The Bianchi identity,

Dµ ∗ F aµν = 0, (1.24)

follows from the definition of F aµν .

We will for the most part be interested in static solutions to the equations of motion

(1.23). We will later include quantum effects by quantizing small fluctuations about such

classical solutions.

It will also be useful in what follows to have an expression for the energy-momentum

tensor for this theory. Straightforward computation gives 4

Θµν = −F aµρF aν
ρ + DµΦaDνΦa − ηµνL (1.25)

For v = 0, or for vanishing potential ( λ = 0 ) the theory defined by (1.20) has a classical

scale symmetry5. The conserved current is the dilation current Dµ = xνΘµν with

∂µDµ = Θµ
µ = 0. (1.26)

The case V (Φ) ≡ 0 will occupy us later. We will argue that it still makes sense in this case

to choose Φ to have an arbitrary but non-zero expectation value. This choice spontaneously

breaks scale invariance. The resulting Nambu-Goldstone boson is traditionally called the

dilaton, and is not to be confused with the “dilaton” field in string theory. Quantum

mechanically scale invariance is broken by renormalization and the trace of the energy

4 A canonical computation is tedious and requires the addition of improvement terms to obtain

the symmetric and gauge invariant answer given here. A better procedure is to couple the theory

to a background metric gµν and to define the energy-momentum tensor as the variation of the

action with respect to the background metric.
5 The theory is also conformally invariant but this will not play an important role in what

follows, basically because spontaneous breaking of scale and conformal invariance only leads to a

single Nambu-Goldstone boson.
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momentum tensor is proportional to the beta function of the theory. Finite theories with

vanishing beta function can thus exhibit quantum scale invariance. The simplest example

of this phenomenon occurs in N = 4 supersymmetric Yang-Mills theory. Understanding

the monopole spectrum in these theories is one of the goals of these lectures. We will

return later to the implications of spontaneously broken scale invariance.

For now we proceed with a discussion of the theory with non-zero potential. We want

to discuss non-trivial solutions to the classical equations of motion but before doing that

it will be useful to first discuss the vacuum structure of the theory. The energy density of

any field configuration is given by the (0, 0) component of the energy-momentum tensor,

Θ00 = 1
2

(

E⃗a · E⃗a + B⃗a · B⃗a + ΠaΠa + D⃗Φa · D⃗Φa
)

+ V (Φ) (1.27)

where Πa is the momentum conjugate to Φ, Πa = D0Φa and Ea and Bb are the non-abelian

electric and magnetic fields,
Eai = −F a0i

Bai = −1
2 ϵ

ijkF a
jk

(1.28)

It is clear that Θ00 ≥ 0 with equality if only if F aµν = DµΦa = V (Φ) = 0. The vacuum is

thus given by a configuration with vanishing gauge field and with a constant Higgs field Φa

with ΦaΦa = v2. 6. A constant Higgs field breaks the gauge symmetry from SU(2) down

to a U(1) subgroup 7. The perturbative spectrum consists of a massless photon, massive

spin one gauge bosons W± with mass ev and a Higgs field with a mass depending on the

second derivative of the potential V at its minimum. For the previous choice of potential

the mass is mH =
√

2λv.

We can define the Higgs vacuum to be the set of all Higgs configurations which mini-

mize the potential,

MH = {Φ : V (Φ) = 0} (1.29)

In our example this space is just the two-sphere given by
∑

a ΦaΦa = v2.

6 I will abuse notation by writing Φa for the vacuum expectation value of the operator Φa

and hope that it will be clear from the context when I am discussing the full field and when I am

discussing only its vacuum expectation value.
7 This of course is also an abuse of terminology but one that is universal. Gauge symmetries

are not true symmetries but are redundancies in our description of the configuration space of the

theory. As such they are never broken.
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So far we have considered the vacuum configuration and the perturbative excitations

about this vacuum. Now finite energy configurations need not lie in the Higgs vacuum ev-

erywhere but they must lie in MH at spatial infinity. Thus for a finite energy configuration

the Higgs field Φa, evaluated as r → ∞, provides a map from the S2 at spatial infinity

into the S2 of the Higgs vacuum,

Φ : S2
∞ → MH = S2. (1.30)

Such maps are characterized by an integer which measures the winding of one S2 around the

other (see Exercise 3). Mathematically, the second homotopy group of S2 is the integers,

π2(S2) = Z.

We have argued so far that finite energy configuration have a topological classification

and that the gauge symmetry of SU(2) is broken down to U(1). What is the connection

with magnetic monopoles? I will first give a hand-waving argument. Consider a Higgs

field configuration Φa with winding N ̸= 0. If the gauge field Aa
µ vanishes then we have

for the total energy

Energy =

∫

d3x 1
2∇⃗Φa∇⃗Φa + 1

2 Φ̇aΦ̇a + V (Φ) ≥
∫

d3x 1
2∇⃗Φa∇⃗Φa. (1.31)

Now write the gradient term as a radial derivative plus an angular derivative

(∇⃗Φa)2 =

(

∂Φa

∂r

)2

+ (r̂ × ∇⃗Φa)2 (1.32)

If N ̸= 0 then there must be non-vanishing angular derivatives of Φa at infinity which

make the second term in (1.32) go like r−2 for large r. Therefore the total energy is

Energy >

∫

r2dr

r2
(1.33)

which diverges linearly. Therefore to have finite energy configurations with N ̸= 0 we must

have non-zero gauge fields. From the above argument it is clear what we need to ensure

finite energy. With non-zero gauge fields the energy involves the covariant derivative of Φa

rather than the ordinary derivative, we can make the energy finite if there is a cancellation

between the angular part of the vector potential (which must therefore fall off as 1/r) and

the angular derivative of Φ. This 1/r falloff in the angular component of Aµ gives rise to

a non-zero magnetic field at infinity. Thus the connection between topology and magnetic

charge comes about by demanding finite energy of the field configuration.
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This hand-waving argument can be made somewhat more explicit. I will however not

try to make it less hand-waving. The reader who wishes a more precise argument should

consult the monopole reviews cited earlier. In order to have finite energy we need to ensure

that the covariant derivative of Φa falls off faster than 1/r at infinity. Let us write

DµΦa = ∂µΦa + eϵabcAb
µΦc ∼ 0 (1.34)

to indicate that the leading 1/r terms must vanish at large r. Then the general solution

for the gauge field, to this order, is given by

Aa
µ ∼ − 1

ev2
ϵabcΦb∂µΦc +

1

v
ΦaAµ (1.35)

with Aµ arbitrary.

If we now compute the leading order behavior of the non-abelian gauge field we find

F aµν =
1

v
ΦaFµν (1.36)

with

Fµν = − 1

ev3
ϵabcΦa∂µΦb∂νΦc + ∂µAν − ∂νAµ (1.37)

and the equations of motion imply ∂µFµν = ∂µ ∗Fµν = 0. Thus we learn that outside the

core of the monopole the non-abelian gauge field is purely in the direction of Φa, that is

the direction of the unbroken U(1). The magnetic charge of this field configuration is then

g =

∫

S2
∞

B⃗ · dS⃗ =
1

2ev3

∫

S2
∞

ϵijkϵabcΦa∂jΦb∂kΦc =
4πN

e
(1.38)

with N the winding number of the Higgs field configuration.

We thus find a quantization condition

eg = 4πN. (1.39)

This is same as the Dirac quantization condition (1.19) for even values of n in (1.19). The

reason for the additional restriction on n is that in this theory we could add fields in the

fundamental 2 representation of SU(2). These would carry electric charge ±e/2 and the

Dirac quantization condition with regard to these charges requires (1.39).

It may seem rather puzzling that we have found the same quantization method by

rather different arguments. The Dirac argument just relies on what goes on outside the
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monopole while the quantization condition for ’t Hooft Polyakov monopoles involved the

topology of non-Abelian Higgs fields. The connection between these two points of view

is beautiful and deep and is covered in detail in [12,13]. Very briefly, if we are given a

gauge group G broken down to a subgroup H by the Higgs field expectation value then the

vacuum manifold is MH = G/H (modulo some technical assumptions) and the topology

of the Higgs field at infinity is classified by π2(G/H). On the other hand, at infinity the

gauge group is just H, and the Wu-Yang version of the Dirac monopole involves patching

H gauge fields along the equator and these are classified by π1(H). But a famous result

(proved in the references) asserts that

π2(G/H) = π1(H) (1.40)

(as long as G is simply connected) thus providing the link between the two points of view.

1.5. Exercises for Lecture 1

E1. Consider a point electric charge e and a point magnetic charge g. Compute the field

angular momentum

L⃗ =

∫

d3rr⃗ × (E⃗ × B⃗) (1.41)

and

a) Show that L⃗ is well-defined and independent of the distance between e and g.

b) Show that demanding that the angular momentum be quantized in units of h̄/2

yields the Dirac quantization condition.

E2.

a) By generalizing Exercise 1 or otherwise prove the Dirac-Zwanziger-Schwinger con-

dition for two point charges (dyons) with combined (electric,magnetic) charges

(e1, g1) and (e2, g2)

e1g2 − e2g1 = 2πn. (1.42)

b) Explore the allowed solutions to (1.42) assuming the existence of an electron

with charges (e, 0). Recall that under CP (e, g) → (−e, g). Show that there are

solutions which lead to a CP violating dyon spectrum. Show that there are CP

invariant solutions with dyons carrying half of the electric charge of an electron.

E3.

a) If Φa → vr̂a as r → ∞ show that

N =
1

8πv3

∫

S2
∞

dSiϵijkϵabcΦa∂jΦb∂kΦc = 1. (1.43)

b) Construct a map S2
∞ → S2 having arbitrary integer winding number N .

17



2. Lecture 2

2.1. Symmetric Monopoles and the Bogomol’nyi Bound

In the previous lecture we have argued that finite energy configurations with non-

zero topological charge in the theory defined by (1.20) are necessarily magnetic monopoles

satisfying the Dirac quantization condition. While one can argue indirectly for the existence

of such solutions to the equations of motion, it would be nice to construct solutions directly.

Unfortunately, in general this only turns out to be possible numerically.

To construct a solution even numerically it is necessary to make some simplifying

assumptions regarding the form of the gauge and Higgs fields. We would expect the

lowest energy solution to be the one of highest symmetry compatible with having non-

zero topological charge. The theory defined by (1.20) is Lorentz invariant and hence

rotationally invariant. Let J i be the generators of the rotation group SO(3)R. Since the

scalar Higgs field must vary at infinity to have non-zero topological charge it is clear that

the solution cannot be invariant under SO(3)R. The Lagrangian (1.20) also is invariant

under global gauge transformations by the group SO(3)G with generators T a. Since the

vacuum expectation value of the Higgs field is non-zero the monopole solution cannot be

invariant under SO(3)G. However, it is allowed to be invariant under the SO(3) diagonal

subgroup of the product of rotations and global gauge transformations SO(3)R ×SO(3)G,

that is it is invariant under the generators K⃗ = J⃗ + T⃗ . By imposing this SO(3) symmetry

as well as a Z2 symmetry which consists of parity plus a change of sign of Φ one is left

with a fairly simple ansatz in terms of two radial functions H, K:

Φa =
r̂a

er
H(ver)

Aa
i = −ϵaij

r̂j

er
(1 − K(ver)).

(2.1)

Substituting this ansatz into the equations of motion (1.23) yields coupled differential

equations for H, K which can be solved numerically subject to the boundary conditions

K(ver) → 1, H(ver) → 0, r → 0;

K(ver) → 0, H(ver)/(ver) → 1, r → ∞.
(2.2)

In these lectures we will not need the detailed form of these solutions and for the most

part will be interested in a specific limit of the equations (1.23) where an explicit solution

is available. To understand the nature of this limit we first discuss a general bound on the
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mass of configurations with non-zero winding number known as the Bogomol’nyi bound

[30].

To prove the Bogomol’nyi bound we first note that we can write the magnetic charge

as

g =

∫

S2
∞

B⃗ · dS⃗ =
1

v

∫

S2
∞

ΦaB⃗a · dS⃗ =
1

v

∫

B⃗a · (D⃗Φ)ad3r (2.3)

using the Bianchi identity D⃗ · B⃗a = 0 and integration by parts. Then if we consider a

static configuration with vanishing electric field the energy (mass) of the configuration is

given by

MM =

∫

d3r
(

1
2 (B⃗a · B⃗a + D⃗Φa · D⃗Φa) + V (Φ)

)

≥
∫

d3r 1
2 (B⃗a · B⃗a + D⃗Φa · D⃗Φa)

= 1
2

∫

d3r(B⃗a − D⃗Φa) · (B⃗a − D⃗Φa) + vg

(2.4)

using (2.3). We thus have the bound

MM ≥ vg (2.5)

with equality iff V (Φ) ≡ 0 and the first-order Bogomol’nyi equation

B⃗a = D⃗Φa (2.6)

is satisfied. Note that the bound has been derived for positive magnetic charge. For

negative magnetic charge we get (2.5) with a minus sign on the right. Thus the general

bound is MM ≥ |vg|. In Exercise 4 this bound is generalized to include configurations

with non-zero electric field as well.

To saturate the bound (2.5) we require that the potential vanish identically and that

the Bogomol’nyi equation (2.6) be satisfied. Let us first discuss vanishing potential. Clas-

sically we are free to choose V (Φ) = 0 but we know that quantum mechanically there will

be corrections to V [31]. Eventually we will consider supersymmetric theories which have

potentials with exact flat directions protected by supersymmetry. For the meantime we

will consider just the classical theory and impose V (Φ) ≡ 0 by hand. The next question is

whether symmetry breaking makes sense with V (Φ) ≡ 0. We can impose as a boundary

condition that ΦaΦa → v2 as r → ∞ for arbitrary v. Although there is no potential, a

change of the theory from one value of v to another value requires changing the Higgs field

at infinity. Since we are in infinite volume such a motion requires infinite action, even in

the absence of a potential. Therefore for each value of v the imposition of this boundary

condition at infinity gives a well defined Hilbert Space which does not mix with Hilbert

spaces built on other values of v. In other words each value of v determines a superselection

sector of the theory.
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2.2. The Prasad-Sommerfield Solution

Following the previous discussion we now proceed to look for a solution of (2.6) with

spherical symmetry. The ansatz (2.1) when substituted into (2.6) yields the equations

yK ′ = −KH; yH ′ = H − (K2 − 1) (2.7)

with y = ver and H ′ = dH/dy. Manipulation of these equations yields the solution [32]

H(y) = y coth y − 1

K(y) =
y

sinh y
.

(2.8)

The long range behavior of this solution is important. At large r, K vanishes expo-

nentially at distances greater than 1/(ev) = 1/MW with MW the mass of the W± gauge

bosons resulting from spontaneous symmetry breaking. Physically this means that there

are W± fields excited in the core of the monopole, but that outside the core the magnetic

field falls like 1/r2 as required for a magnetic monopole. The form of the Higgs field is

also interesting. There is an exponentially decaying piece, but also a piece which falls of

only as 1/r. For large r we have

Φa → vr̂a − r̂a

er
. (2.9)

This power law falloff is due to the massless dilaton field in this scale invariant limit.

To define the dilaton field D we write fluctuations of Φa about the asymptotic monopole

configuration in the form

Φa = vr̂aeD = vr̂a + vr̂aD + · · · (2.10)

We can then define a dimensionless “dilaton charge” as

Qdil = v

∫

S3
∞

∇⃗D · dS⃗ (2.11)

and using (2.9) we see that for the monopole solution Qdil = 4π/e = g = MM/v.
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2.3. Collective Coordinates and the Monopole Moduli Space

Given a classical solution in field theory one often finds that the solution is part of

a multi-parameter family of solutions with the same energy. The parameters labeling the

different degenerate solutions are called collective coordinates or moduli and the space

of solutions of fixed energy (and topological charge) is called the moduli space of solu-

tions. Before discussing the general situation it will be useful to identify the four collective

coordinates of a charge one BPS monopole [33].

To start with, in (2.8) we have constructed a monopole sitting at the origin. By

translation invariance of (1.20) a monopole sitting at any other point in R3 is also a

solution with the same energy. If we let X⃗ denote this center of mass collective coordinate

then the general solution is

Φa
cl(r⃗ + X⃗), Aa

i cl(r⃗ + X⃗) (2.12)

with the classical solutions at X⃗ = 0 given by (2.1). We can construct a slowly moving

monopole by letting X depend on time so that we have fields Aa
i cl(r⃗ + X⃗(t)). This time

dependence will of course give rise to an electric field and the energy of the monopole will

exceed the Bogomol’nyi bound by the kinetic energy of the monopole. This is precisely

what should happen for motion in the moduli space, the potential terms stay constant and

the kinetic terms are proportional to the velocity of the motion along the moduli space.

The remaining collective coordinate is somewhat more subtle. At this point it is useful

to recall some basic facts about the configuration space of gauge theories. In gauge theory it

is important to make a distinction between small gauge transformations g which are those

approaching the identity at spatial infinity and large gauge transformations which do not

approach the identity at spatial infinity. These play different roles in gauge theory. In

particular given the space of gauge and Higgs fields A = (A, Φ) the physical configuration

space is given by

C = A/G (2.13)

where G is the group of small gauge transformations. Thus physical states are invariant

under small gauge transformations and they do not act as symmetries of C. Rather, they

describe a redundancy in our description of the theory when we work just in A. Large

gauge transformations on the other hand do not identify points in C but instead act as

true symmetries which relate different points in C with the same properties.
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With this in mind we will try to identify an additional collective coordinate associated

to global U(1) electromagnetic gauge transformations. Heuristically we expect such a

collective coordinate because the monopole solution contains excitations of the electrically

charge W± fields in its core.

We will work in A0 = 0 gauge with a BPS monopole configuration Ai, Φ obeying the

equation Bi = DiΦ. A deformation of this solution δAi(x⃗, t), δΦ(x⃗, t) which keeps the

potential energy fixed must obey the linearized Bogomol’nyi equation

ϵijkDjδAk = DiδΦ + [δAiφ] (2.14)

and the Gauss law constraint

DiδȦi + [Φ, δΦ̇] = 0 (2.15)

The unique solution (modulo small gauge transformations) is

δAi = Di(χ(t)Φ)

δΦ = 0

δA0 = D0(χ(t)Φ) − χ̇Φ

(2.16)

where χ(t) is an arbitrary function of time. Note that A0 vanishes identically, it has been

written in the form (2.16) to make clear the relation with gauge transformations. This

solution has the following properties

1. It obeys (2.14)and (2.15)

2. For χ̇ = 0 the deformation is by a large gauge transformation with g = eχΦ so that χ

is a physical zero mode.

3. For χ̇ ̸= 0 the linearized Bogomol’nyi equation is still satisfied so there is no change in

the potential energy (B⃗2 +(D⃗Φ)2) but there is an increase in the kinetic energy (E⃗2).

If we think of the configuration space as a mountain range then the moduli space is a

flat valley. Motions that stay purely along the valley have fixed potential energy but

variable kinetic energy, as we have found.

4. Since the unbroken gauge group U(1) is compact, χ is a periodic coordinate. Therefore

the one monopole moduli space is topologically M1 = R3 × S1.

So far we have limited our discussion to monopoles with N = 1. It is at first sight

not clear whether we expect static solutions to exist with N ≥ 1 and if they do what the

collective coordinates should be. Physically, we can argue as follows. Away from the BPS

limit the photon is the only massless field in the theory. Multi-monopoles of the same sign
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magnetic charge which are well separated will thus experience a Coulomb repulsion and we

thus do not expect static solutions for such a configuration. On the other hand in the BPS

limit the Higgs field is really a dilaton of spontaneously broken scale invariance (at least

classically) and we have seen that the one monopole solution carries a charge under this

Higgs field. Since Higgs exchange is always attractive, there can be a cancellation between

the Coulomb repulsion and Higgs attraction. Classically this cancellation does occur as

a consequence of the fact that the magnetic charge and dilaton charge of the monopole

are equal as was found below (2.11). This equality is not accidental but has its roots in

spontaneously broken scale invariance which forces the dilaton charge of any state to equal

its mass.

Thus we might expect on physical grounds that there are solutions given by well sepa-

rated static monopoles and that for magnetic charge k the moduli space is 4k dimensional

with the collective coordinates being the locations of the k monopoles and their dyon de-

grees of freedom. This is correct, at least for large separation, although the above hardly

constitutes a serious argument. A careful analysis of the issue would take us to far afield.

It basically involves the use of index theory to count perturbations of the Bogomol’nyi

equations. A discussion suitable for physicists may be found in [34], a mathematical proof

is given in [35].

Suitably explicit multimonopole solutions are hard to come by but in spite of this it

is possible to say some general things about the structure of the multi-monopole moduli

space. In the final lecture we will discuss the structure of the two-monopole moduli space

in some detail.

Before proceeding it is useful to make use of a connection between the Bogomol’nyi

equations on R3 and the self-dual Yang-Mills equations on R4. If we write A4 = Φ then

we can rewrite the Bogomol’nyi equation (2.6) as

Fab = ∗Fab (2.17)

where a, b = 1 · · ·4, we work on R4 with coordinates x1, x2, x3, x4 and Euclidean signature

so that ∗∗ = 1, and we restrict ourselves to configurations which are independent of

x4. This suggest that there is a deep connection between the problem of solving the

Bogomol’nyi equations and the problem of solving the self-dual Yang-Mills equations. We

will just use this connection to simplify the notation. For example Gauss’ Law reads

DaȦa = 0 (2.18)
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and gauge transformations take the form

δAa = DaΛ (2.19)

where it is always understood that all quantities are independent of x4.

Now the k monopole moduli space Mk is defined as the space of solutions to the

Bogomol’nyi equations having topological charge k. Tangent vectors to Mk, δαAa, are

deformations of a given charge k solution Aa → Aa + δαAa which satisfy the linearized

Bogomol’nyi equations

DaδαAb − DbδαAa = 1
2ϵabcd(DcδαAd − DcδαAc) (2.20)

and are orthogonal to (small) gauge transformations

DaδαAa = 0 (2.21)

so that they leave one in the physical configuration space.

Given such a tangent vector the metric on Mk is

Gαβ = −
∫

d3xTrδαAaδβAa (2.22)

This metric is inherited from the action for the underlying gauge theory. To see

this, imagine we are given a charge k BPS monopole solution Aa(x⃗, zα) depending on

4k collective coordinates zα. By definition the potential energy is independent of the

zα. Now one might think that we could construct tangent vectors to Mk simply by

differentiating with respect to the zα. This is not quite correct because there is no guarantee

that the resulting change to Aa is orthogonal to gauge transformations, in other words

differentiating with respect to the zα may include a gauge transformation. However we

can always cure this by undoing the gauge part of this variation by writing the tangent

vector as

δαAa =
∂Aa

∂zα
− Daϵα (2.23)

where ϵα(x⃗, zβ) is a gauge parameter chosen to ensure that (2.21) is satisfied.

To construct the metric we consider slow time dependent variations of the collective

coordinates zα(t). If we write

Aa(x⃗, zα(t), A0 = żαϵα (2.24)

then F0a = żαδαAa and the action is

S = −1

2

∫

d3xdtTrF0aF 0a =
1

2

∫

dtGαβ żαżβ (2.25)

with Gαβ as in (2.22).
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2.4. Exercises for Lecture 2

E4. For a dyon with electric and magnetic charge (q, g) prove the bound

M ≥ v(q2 + g2)1/2. (2.26)

E5. Following the discussion in the lecture derive the action for the collective coordinates

X⃗,χ of the charge one BPS monopole. Quantize this action to deduce the spectrum

of states in the magnetic charge one sector. Note that the states you obtain by

quantizing the dyon collective coordinate χ consist of an infinite tower of states of

increasing mass and electric charge. Thus in the monopole sector electric charge is

classically continous, but is quantized when treated quantum mechanically.

E6 Compute the generators J i and T a of rotations and global gauge transformations and

verify that the ansatz (2.1) is left invariant by the action of J⃗ + T⃗ .

E7. It is possible to view the gauge parameter ϵα(x, z) as a connection on Mk with co-

variant derivative sα = ∂α + [ϵα, ]. Show that δαAa can then be viewed as a mixed

component of the curvature of the connection (Aa, ϵα) on R4 ×Mk.

E8. Compute the dilaton charge of a massive W+ boson at rest at the origin and show that

it is equal to mW /v. Show that this follows from the general theory of spontaneously

broken scale invariance.

3. Lecture 3

3.1. Witten Effect

There is a famous term, the θ term, which can be added to the Lagrangian for Yang-

Mills theory without spoiling renormalizability. It is given by

Lθ = − θe2

32π2
F a

µν ∗ F aµν . (3.1)

This interaction violates P and CP but not C. Since it preserves C we may expect that it

is consistent with the existence of a duality symmetry of the theory. As is well known [36],

this term is a surface term and does not affect the classical equations of motion. There is

however θ dependence in instanton effects which involve non-trivial long-range behavior of

the gauge fields. As was realized by Witten [37], in the presence of magnetic monopoles θ

also has a non-trivial effect, it shifts the allowed values of electric charge in the monopole

sector of the theory.
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I will give two explanations of this effect, the first is borrowed from Coleman [14], the

second from Witten [37]. First consider pure electromagnetism. Then the θ term reduces

to the QED interaction

Lθ =
θe2

8π2
E⃗ · B⃗. (3.2)

Now consider this interaction in the presence of a (Dirac) magnetic monopole. Writing the

fields as a monopole field plus corrections we have

E⃗ = ∇⃗A0

B⃗ = ∇⃗ × A⃗ +
g

4π

r̂

r2
.

(3.3)

Substituting into the action density (3.2) we obtain

Lθ =

∫

d3rLθ =
θe2

8π2

∫

d3r∇⃗A0 · (∇⃗ × A⃗ +
g

4π

r̂

r2
)

= − θe2g

32π3

∫

d3rA0∇⃗ · r̂

r2
= −θe

2g

8π2

∫

d3rA0δ
3(r⃗)

(3.4)

which we recognize as the coupling of the scalar potential A0 to an electric charge of

magnitude −θe2g/8π2 located at the origin. In other words, the magnetic monopole has

acquired an electric charge. For a minimal charge monopole with eg = 4π the electric

charge of the monopole is −eθ/2π. Although this derivation gives the correct answer, one

may feel a bit uneasy about the method used. We don’t really know what is going on

at the origin for a Dirac monopole yet this calculation suggests a delta function electric

charge density located at the origin.

A more fundamental derivation which applies to the full SU(2) gauge theory and

which does not suffer from this ambiguity runs as follows. We have seen that the dyon

collective coordinate of the monopole allows it to carry electric charge. The dyon collective

coordinate arises through U(1) gauge transformations which are constant at infinity. We

now consider these transformations in the presence of a theta term. We are interested in

gauge transformations, constant at infinity, which are rotations in the U(1) subgroup of

SU(2) picked out by the gauge field. That is, rotations in SU(2) about the axis Φ̂a =

Φa/|Φa|. The action of such an infinitesimal gauge transformation on the field is

δAa
µ =

1

ev
(DµΦ)a (3.5)
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with Φ the background monopole Higgs field. Let N denote the generator of this gauge

transformation. Then if we rotate by 2π about the Φ̂ axis we must get the identity 8. That

is, physical states must obey

e2πiN = 1. (3.6)

It is straightforward to compute N using the Noether method,

N =
∂L

∂∂0Aa
µ

δAa
µ (3.7)

with δAa
µ given by (3.5). Including the theta term one finds

N =
Q

e
+
θeg

8π2
(3.8)

where

g =
1

v

∫

d3xDiΦ
aBa

i

Q =
1

v

∫

d3xDiΦ
aEa

i

(3.9)

are the magnetic and electric charge operators respectively. The condition (3.6) thus

implies that

Q = nee −
eθnm

2π
(3.10)

where ne is an arbitrary integer and nm = eg/4π determines the magnetic charge of the

monopole.

3.2. Montonen-Olive and SL(2,Z) Duality

Let us pause for a moment to see what we have accomplished in trying to establish a

duality between electric and magnetic degrees of freedom. In the BPS limit at θ = 0 we

have a classical spectrum indicated in the table below

Table 1

8 At this point we are working in a theory with gauge group SU(2)/Z2 = SO(3) since all states

are in the adjoint representation. In this theory a 2π rotation gives the identity. Later, when

we consider SU(2) and states in the fundamental representation this condition will be modified

since then a 2π rotation gives an element of the center of SU(2) which acts non-trivially on the

fundamental representation.
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Mass (Qe, Qm) Spin

Higgs 0 (0, 0) 0

Photon 0 (0, 0) 1

W± ve (e, 0) 1

M± vg (0, g) 0

As is evident from the table, all of these states saturate the Bogomol’nyi bound M ≥
v
√

Q2
e + Q2

m with Qm = 4πnm/e and Qe = nee − enmθ/2π (with θ = 0 for the moment).

At weak coupling, where this analysis should be a good first order approximation to the

full quantum answers, we have

MW = ev << v, MM = gv =
4π

e
v >> v (3.11)

so although we have constructed a theory with both electric and magnetic charges,

monopoles are much heavier than W bosons at weak coupling. However we would ex-

pect that to get a dual theory we would also have to exchange the role of electric and

magnetic charge. Given the quantization condition this implies that we should look for a

duality transformation which acts on the fields as in (1.8) but also takes

e → g ≡ 4π

e
(3.12)

and relabels electric and magnetic states.

Based on the classical spectrum shown in Table 1 and some other arguments Montonen

and Olive proposed that this should be an exact duality of the SO(3) Yang-Mills-Higgs

theory in the BPS limit [1]. However, as noted by the authors of [1], there are some obvious

problems with this proposal. They are:

1. Quantum corrections would be expected to generate a non-zero potential V (Φ) even

if one is absent classically and should also modify the classical mass formula. Thus

there is no reason to think that the duality of the spectrum should be maintained by

quantum corrections.

2. The W bosons have spin one while the monopoles are rotationally invariant indicating

that they have spin zero. Thus even if the mass spectrum is invariant under duality,

there will not be an exact matching of states and quantum numbers.
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3. The proposed duality symmetry seems impossible to test since rather than acting as a

symmetry of a single theory it relates two different theories, one of which is necessarily

at strong coupling where we have little control of the theory.

As we will see later, the first two problems are resolved by embedding the theory into

N = 4 super Yang-Mills theory [38]. The third problem is still with us in that there are

few concrete ways to test the proposal. However there are non-trivial tests and the first of

these arose by first considering an extension of duality to a larger set of transformations.

It is not hard to see that if the basic duality idea is correct then it should have an

interesting extension when the effects of a non-zero theta angle are included. Including

the theta term, the Lagrangian we are considering is determined by two real parameters,

e and θ. We can write the Lagrangian as

L = − 1

4
FµνFµν −

θe2

32π2
Fµν ∗ Fµν −

1

2
DµΦDµΦ

≡ − 1

32π
Im(

θ

2π
+

4πi

e2
)(Fµν + i ∗ Fµν)(Fµν + i ∗ Fµν) −

1

2
DµΦDµΦ

(3.13)

We thus see that the Lagrangian can be written in terms of a single complex parameter

τ =
θ

2π
+

4πi

e2
. (3.14)

As an aside, note that n instanton effects in this theory are weighted by e2πinτ .

Since physics is periodic in θ with period 2π the transformation

τ → τ + 1 (3.15)

should leave physics invariant up to a relabeling of states. At θ = 0 the duality transfor-

mation (3.12) is given in terms of τ by

τ → −1

τ
. (3.16)

It thus seems reasonable to suspect that at arbitrary θ the full duality group is generated

by transformations of the form (3.15) and (3.16). It is a well known fact that these two

transformations generate the group SL(2, Z) of projective transformations

τ → aτ + b

cτ + d
, a, b, c, d ∈ Z, ad − bc = 1. (3.17)
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Note that since e2 ≥ 0, τ naturally lives on the upper half plane Im τ ≥ 0. Further-

more, one can check that one can use SL(2, Z) transformations to map any τ in the upper

half plane into the fundamental region defined by −1/2 ≤ Reτ ≤ 1/2 and |τ | > 1.

In order for (3.17) to be a symmetry we know that there must in addition be a

relabeling of states. From (3.10) we see that the transformation (3.15) shifts the electric

charge by −1 (for nm−1) and we know from the earlier discussion that the transformation

(3.16) requires an exchange of electric and magnetic quantum numbers. Putting these two

facts together we deduce that the action of SL(2, Z) on the quantum numbers should be

(

ne

nm

)

→
(

a −b
c −d

)(

ne

nm

)

(3.18)

Finally, let us consider the spectrum of states saturating the BPS bound M2 ≥ v2(Q2
e+

Q2
m). We know the allowed values of Qe and Qm are

Qm =
4π

e
nm

Qe = nee − nm
eθ

2π
.

(3.19)

Substituting these into the formula for M2 and writing the result in terms of τ yields

M2 ≥ 4πv2 (ne, nm )
1

Im τ

(

1 −Re τ
−Re τ |τ |2

)(

ne

nm

)

(3.20)

It is left as an exercise to verify that the mass formula in this form is invariant under

SL(2, Z) transformations.

The extension of electromagnetic duality to SL(2, Z) that we have uncovered is usually

referred to as S-duality. The name is a historical accident. Although this extension was

first discovered in the context of lattice models [39] it was discussed as a symmetry of N = 4

Yang-Mills theory first in the low-energy limit of toroidal compactifications of string theory

[40]. In that context the variable τ becomes a dynamical field usually denoted by S and the

SL(2, Z) transformations of S were called S-duality to distinguish it from other SL(2, Z)

transformations in string theory which are (superficially) unrelated.

3.3. Exercises for Lecture 3

E9. Carry out the computation of the generator N using the Noether method. Verify that

dyons with electric charge Q = ne−eθ/2π satisfy the DSZ quantization condition but

violate CP . Show that the interaction Lθ violates CP .
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E10. Find two points on the boundary of the fundamental region described in the text

which are left fixed by some element of SL(2, Z) other than the identity. What order

are these elements of SL(2, Z) and what are the values of θ and e2 at the two fixed

points?

E11. Show that M2 is left invariant by the SL(2, Z) transformation given by (3.17) and

(3.18). For those familiar with string theory note the close connection between the

form of M2 and the Poincare metric on the upper half plane.

E12. I have been sloppy about the precise group which is acting in (3.17) and (3.18).

Show that there are order two elements which act trivially on the couplings but non-

trivially on the charges as in (3.18). What do these order two elements correspond to

physically?

4. Lecture 4

4.1. Monopoles and fermions

As we have seen in the previous discussion, duality is inherently a quantum symmetry

since it relates weak coupling to strong coupling. As such we cannot hope to understand it

easily unless we are working in a theory where quantum effects are under rather precise con-

trol. At our current level of understanding this limits us to theories with supersymmetry,

and the more supersymmetry, the more control we have of the dynamics. Supersymmetry

involves the addition of fermion fields with special couplings. However many of the fea-

tures of fermions in monopole backgrounds are independent of supersymmetry. Thus we

will start out with a general discussion of the effects of fermions and then later generalize

our results to the supersymmetric context.

We will first consider Dirac fermions with couplings to the fields appearing in (1.20)

determined by the Lagrangian

Lψ = iψnγ
µ(Dµψ)n − iψnT a

nmΦaψm (4.1)

with T a
nm the anti-Hermitian generators of SU(2) in the representation r. We will consider

only fundamental and adjoint fermions in which case we take

T a
nm = − i

2
τa
nm n, m = 1, 2 (4.2)
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with τa the Pauli matrices or

T a
nm = ϵanm n, m = 1, 2, 3. (4.3)

It will also be convenient following [41] to use a representation of the gamma matrices with

γ0 =

(

0 −i
i 0

)

γi =

(

−iσi 0
0 iσi

)

(4.4)

obeying {γµ, γν} = 2ηµν . We will also write αi = γ0γi.

The Dirac equation is then

(iγµDµ − Φ)ψ = 0. (4.5)

For a monopole configuration with A0 = 0 we can look for stationary solutions of the form

ψ(x⃗, t) = eiEtψ(x⃗). Writing ψ in terms of two-component spinors

ψ =

(

χ+

χ−

)

(4.6)

we then have the coupled equations

/Dχ− ≡ (iσiDi + Φ)χ− = Eχ+

/D
†
χ+ ≡ (iσiDi − Φ)χ+ = Eχ−

(4.7)

Now (4.7) will have solutions with |E| > 0 and may also have solutions with E = 0. We

can quantize the fermion fluctuations about a magnetic monopole by expanding ψ in terms

of eigenfunctions of the Dirac operator (4.7) and then interpreting the coefficients multi-

plying the eigenfunctions as creation and annihilation operators with anti-commutation

relations which follow from the canonical anti-commutation relations of ψ. Modes with

|E| > 0 will thereby lead to configurations with energy greater than the ground state en-

ergy of the monopole. On the other hand, if (4.7) has solutions with E = 0 then the states

created by the corresponding creation operators will be degenerate in energy with the

original monopole solution. Thus we can view the zero energy eigenfunctions of the Dirac

operator as “fermionic collective coordinates” in the sense that they describe Grassmann

valued deformations of the monopole which keep the energy fixed.

Thus to study the structure of the monopole ground state we must study the zero

energy solutions of (4.7), that is we want the solutions of /Dχ+ = 0 and /D†χ− = 0,

the kernels of /D and /D†. It is easy to see that the ker /D
†

= {0} using the fact that
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ker /D
† ⊂ ker /D /D

†
and that /D /D

†
is a positive definite operator. On the other hand ker /D

is non-zero in a monopole background and can be computed using an index theorem of

Callias [42] which gives

dim ker /D − dim ker /D
†

= A(r)nm (4.8)

with nm the winding number of the Higgs field (the monopole charge) and A(r) a constant

depending on the representation of the fermion fields and the ratio of the magnitude of

a bare fermion mass to the Higgs expectation value. In the examples we are discussing

A = 1 for fundamental fermions and A = 2 for adjoint fermions.

While both fundamental and adjoint fermions have zero modes in a monopole back-

ground, their consequences are somewhat different so we discuss the two cases separately.

4.2. Monopoles coupled to isospinor fermions

For fundamental fermions in the 2 of SU(2) a charge one monopole has a single fermion

zero mode according to (4.8). To be precise, there is a single zero mode wave function but

since the fermion ψ does not obey any reality condition, the coefficient multiplying the

zero mode should be taken complex. We thus have the expansion

ψ = a0ψ0 + non-zero modes (4.9)

and the anti-commutation relations for ψ imply

{a†
0, a0} = 1, {a0, a0} = {a†

0, a
†
0} = 0. (4.10)

To construct the monopole ground state we start with a ground state |Ω⟩ with a0|Ω⟩ = 0

and then act with a†
0. This gives a two-fold degenerate ground state consisting of the two

states.

|Ω⟩, a†
0|Ω⟩ (4.11)

Given this degeneracy it is natural to ask whether there are quantum numbers which

distinguish the two ground states. The standard answer, given in [41], is that this theory

has a fermion number conjugation symmetry

ψn →
(

σ2 0
0 −σ2

)

τ2
nmψ

∗
m (4.12)

which changes the sign of the U(1) fermion number charge of any state. The two degenerate

monopole states differ by one unit of fermion number since one obtains one from the other
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by acting with fermion creation operators which carry fermion number one. On the other

hand the fermion number conjugation symmetry can only be respected if the two states

carry opposite fermion number. Thus it is argued in [41] that the two states in (4.11) have

fermion number ±1/2. However this argument suffers from the following difficulty. The

discrete symmetry (4.12) is a classical symmetry of the theory which forbids a Dirac mass

term for the matter fermions. On the other hand one can show that instanton effects will

generate such a Dirac mass term which is related to the fact that the symmetry (4.12)

involves a discrete chiral transformation. In other words, the fermion number conjugation

symmetry is anomalous and is not an exact quantum symmetry of the full theory. However,

at θ = 0 the theory is also CP invariant. CP takes the magnetic charge into itself

but changes the sign of the fermion number charge. Thus CP invariance enforces the

assignment of fermion number ±1/2 to the two ground states.

A more interesting example of charge fractionalization occurs if we take Nf flavors of

Dirac fermion coupled to a monopole background with Lagrangian

Lψ =

Nf
∑

I=1

iψ
I
γµDµψ

I − ifψ
I
ΦψI (4.13)

In this theory the U(1) ∼ O(2) fermion number symmetry is extended to a O(2Nf ) sym-

metry. Of this symmetry only a SU(Nf ) × U(1) symmetry is manifest in the Lagrangian

(4.13). To see the full O(2Nf ) symmetry note that we can write the Dirac fermions ψI in

terms of 2NF Weyl fermions χa, a = 1 . . .2Nf . Furthermore, since the doublet representa-

tion of SU(2) is pseudoreal we can take the χa to all be say left-handed under the Lorentz

group and to all transform the same way under the SU(2) gauge symmetry. If we write

(4.13) in this basis then the quadratic terms involving the χa are O(2Nf ) invariant and

O(2Nf ) commutes with both the Lorentz group and the gauge group.

Thus we have 2Nf Weyl fermions transforming as a vector of O(2Nf ) and in the zero

mode expansion of ψI we will have

ψI = aI
0ψ0 + non-zero modes (4.14)

To see what the consequences are for the spectrum it is useful to first rephrase the results

we found for Nf = 1. There we could trade the operators (a0, a
†
0) for a pair of self-conjugate

operators (b1
0, b

2
0) by writing

a0 =
1√
2
(b1

0 + ib2
0)

a†
0 =

1√
2
(b1

0 − ib2
0)

(4.15)
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The ba
0 , i = 1, 2 then obey the Clifford algebra

{bi
0, b

j
0} = δij . (4.16)

The ground state must furnish a representation of this Clifford algebra and since the

smallest representation is two-dimensional we again conclude that the ground state is two-

fold degenerate.

We can apply the same technique for arbitrary Nf in which case we end up with

operators ba
0 , a = 1 · · · 2Nf obeying

{ba
0 , b

b
0} = δab. (4.17)

Representations of this Clifford algebra have dimension 22Nf/2 = 2Nf , that is the monopole

ground state is now a spinor of SO(2Nf)! This is precisely the phenomenon that allows

one to construct spacetime fermions in the Ramond sector of superstring theory.

Since we have added fermions and changed the global structure of the gauge group

(from SO(3) to SU(2) ) we should also go back and reanalyze the constraint (3.6) which

followed from the action of global U(1) charge rotations. We can repeat most of the

previous discussion but with one change, since we are now working in SU(2) and not

SO(3) a rotation by 2π about some axis does not give the identity but rather gives the

non-trivial element of the center of SU(2) which acts on spinor representations as −1. If

we denote this operator by (−1)H following [5] then we have the relation

exp(2πi(
Q

e
+
θnm

2π
)) = (−1)H (4.18)

If Q = nee − enmθ/2π then (4.18) says that there is a correlation between the action of

the center of SU(2) and the electric charge, states in spinor representations of SU(2) have

ne half an odd integer and states transforming trivially under the center must have ne

integer. This of course agrees with our expectations in the zero magnetic charge sector of

the theory. In the monopole sector the implications of (4.18) are as follows. Since (−1)H

acts as the center of SU(2) and the fermion fields ψI are doublets of SU(2), (−1)H acts

to change the sign of the fermion fields. That is

(−1)HψI(−1)H = −ψI (4.19)

or {(−1)H ,ψI} = 0. In the monopole sector, after expanding in zero modes we will

then have {(−1)H , ba
0} = 0 and we must represent the action of (−1)H on the 2Nf fold
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degenerate spectrum and impose the constraint (4.18). But this is a completely familiar

problem. We can think of the ba
0 as gamma matrices and (−1)H as the analog of “γ5 ”.

In other words, the spinor representation of SO(2Nf ) of dimension 2Nf is reducible and

splits into two irreducible representations, each of dimension 2Nf−1 with eigenvalues ±1

under (−1)H . Thus we learn from (4.18) that in the monopole sector there is a correlation

between the electric charge of dyon states and their transformation properties under the

global SO(2Nf ) symmetry. As discussed in [5] this is also required physically in order that

one not make states in monopole - antimonopole annihilation which do not occur in the

perturbative spectrum.

One particularly interesting example of this phenomenon occurs for Nf = 4. Then

by the above analysis, the fermion fields ψI carry electric charge e/2 and are in the eight-

dimensional vector representation, 8v, of the global SO(8) symmetry (which we should

really call Spin(8) since there are spinors in the monopole sector.). On the other hand in

the one monopole sector the spinor of dimension 24 = 16 splits into two eight-dimensional

spinor representations 16 → 8s + 8c and from the constraint (4.18) we see that the neu-

tral monopole (or evenly charged dyons) transforms as 8s while the odd charged dyons

transform as 8c. Thus there seems to be a Spin(8) triality as well as a possible electro-

magnetic duality in this theory, at least classically. In fact, when embedded into N = 2

supersymmetric gauge theory, this theory does appear to be self-dual with the SL(2, Z)

duality group extended to a triality action on Spin(8) [5,6,7].

4.3. Monopoles coupled to isovector fermions

If we take the fermions in the adjoint representation then the index theorem (4.8)

predicts two zero modes for a charge one monopole. Besides a doubling of the number of

zero modes there is one other important difference from the isospinor case which involves

the spin carried by the fermion zero modes. This can be understood as follows. From

the discussion in sec. 2.1 we saw that the angular momentum generator for a symmetric

monopole is

K⃗ = L⃗ + S⃗ + T⃗ (4.20)

with L⃗ + S⃗ the sum of orbital and spin terms generating the usual rotation group and T⃗

the SU(2) generators. That is, the SU(2) invariance group is a diagonal subgroup of the

usual rotation group SU(2)R and the gauge group SU(2)G.

Now isospinor fermions in the 2 of SU(2)G can have K = 0 since 2 × 2 = 3 + 1 and

that is consistent with the fact that the zero modes (4.9) carry zero angular momentum as
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was implicitly assumed in the discussion in the previous section. But isovector fermions

in the 3 necessarily have K ̸= 0 since they transform in the product 3× 2 = 2 + 4. Since

the zero modes for adjoint fermions are two-fold degenerate but not four-fold degenerate

the only possibility is that they carry spin 1/2. Thus we can write

ψ = a0,1/2ψ
1
2
0 + a0,−1/2ψ

−
1
2

0 + non-zero modes (4.21)

where the ±1/2 indicate the component of spin along say the z-axis. Following the previous

analysis we then have a four-fold degenerate spectrum consisting of the states shown below.

To simplify the notation I have dropped the zero subscript and written ± instead of ±1/2.

State Sz

|Ω⟩ 0

a†
+|Ω⟩ 1

2

a†
−|Ω⟩ − 1

2

a†
+a†

−|Ω⟩ 0

(4.22)

So we see that by coupling adjoint fermions to monopoles we can give the monopoles

spin. Remembering that one of the original problems with the Montonen-Olive proposal

was the lack of monopole spin, this suggests that one way to cure the problem is to couple

the monopoles to fermions in such a way as to obtain spin one monopoles. We will see in

the next lecture that this is indeed possible.

We saw earlier that the bosonic collective coordinates of a single charge monopole, its

location and dyon degree of freedom, could be thought of as arising from symmetries of the

original Lagrangian which are broken by the monopole background (these symmetries are

not broken by the vacuum, just by the monopole background). Since we have also found

fermion zero modes or collective coordinates it is natural to wonder whether they can be

viewed in the same way. In supersymmetric theories the answer is yes, the fermion zero

modes (for charge one only) arise due to the supersymmetries which are unbroken in the

vacuum but are broken by the monopole background. This is discussed in the following

lecture.
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4.4. Exercises for Lecture 4

E13. Find the unitary transformation which relates the gamma matrices used in this section

to your favorite choice of gamma matrices.

E14. For Nf Dirac fermions in the doublet of SU(2) we found Nf zero modes in a one

monopole background which led to creation and annihilation operators ai
0, ai†

0 , i =

1, 2, · · ·Nf obeying the anticommutation relations

{ai
0, a

j
0} = {ai†

0 , aj†
0 } = 0

{ai
0, a

j†
0 } = δij

(4.23)

a) Construct operators obeying the Lie algebra of SU(Nf ) in terms of the ai
0 and

aj†
0 .

b) Show that the monopole ground state has multiplicity 2Nf . What representations

of SU(Nf ) occur?

c) Show that one can in fact construct generators of SO(2Nf) in terms of the ai
0

and aj†
0 and that the previous SU(Nf ) is embedded as SO(2Nf ) ⊃ SU(Nf ) with

2Nf → Nf +Nf and that the monopole ground state transforms as the (reducible)

spinor representation of SO(2Nf ) which decomposes as a sum of anti-symmetric

tensor representations

2Nf →
Nf
∑

M=0

(

Nf

M

)

. (4.24)

For assistance with this problem see [43].

E15. Construct the two isovector fermion zero modes ψ±1/2
0 for a charge one BPS monopole

by solving the Dirac equation in this background. Construct the operator K⃗ and verify

that the zero modes carry angular momentum ±1/2. For assistance see [38].

5. Lecture 5

5.1. Monopoles in N = 2 Supersymmetric Gauge Theory

In this lecture we will be considering theories with either N = 2 or N = 4 spacetime

supersymmetries. Realistic (i.e. chiral) models of particle interactions have only N = 1

supersymmetry. There are theoretical reasons for discussing N = 2 and N = 4, the

main one being that the dynamics of these theories is under much better control and this

allows one to make statements about the spectrum which are valid non-perturbatively.
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One aspect of this which is discussed in the next section is the fact that the Bogomol’nyi

bound follows as a consequence of the supersymmetry algebra for N > 1. Related to this

is the fact that each supersymmetry relates field whose spin differs by 1/2. If we want all

the fields we have discussed so far, Aµ,ψ, Φ with spins ranging from 1 to 0, to be related

by supersymmetry than we require at least N = 2 supersymmetry. Monopoles in N = 2

supersymmetric gauge theories were first discussed in detail in reference [44].

If we count bosonic and fermionic degrees of freedom for the Lagrangian given by the

sum of (3.13) and (4.1) (taking ⟨Φ⟩ = 0 for the moment ) we have 3 physical bosonic degrees

for each element of the adjoint representation of SU(2) (two from the gauge fields and one

from the Higgs field) and 4 fermionic degrees of freedom. Thus to have the possibility of

a supersymmetric spectrum we must add an additional boson to the theory. This can be

achieved by adding another Higgs field in the adjoint representation. This then gives the

field content of N = 2 Super Yang-Mills theory. The Lagrangian, in component form, is

given by

LN=2 = Tr( − 1

4
FµνF

µν − 1
2 (DµP )2 − 1

2(DµS)2 − e2

2
[S, P ]2

+ iψγµDµψ − eψ[S,ψ] − eψγ5[P,ψ])
(5.1)

where all fields are written as elements of the Lie algebra of SU(2), i.e.S = SaT a etc. and S

and P are scalar Higgs fields. The Lagrangian (5.1) is invariant under the supersymmetry

transformations
δAµ = iαγµψ − iψγµα

δP = αγ5ψ − ψγ5α

δS = iαψ − iψα

δψ = (σµνFµν − /DS + i /DPγ5 − i[P, S]γ5)α

(5.2)

with α the Grassmann valued (Dirac) spinor supersymmetry parameter. Since the minimal

N = 1 supersymmetry has one Majorana parameter and a Dirac spinor is equivalent to

two Majorana spinors, (5.1) has N = 2 supersymmetry.

There is a potential term in the Lagrangian (5.1) but it has an exact flat direction

whenever [S, P ] = 0. Also, as in the simpler Lagrangians we considered with V (Φ) ≡ 0,

(5.2) is classically scale invariant and this scale invariance will be spontaneously broken by

having a non-zero expectation value for the scalar fields. This is enough to ensure that at

least classically there will be a massless Higgs field which is the dilaton of spontaneously

broken scale invariance.
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As before, we can impose as a boundary condition that SaSa → v2 as r → ∞ thus

breaking the gauge symmetry from SU(2) down to U(1). It should also be clear that we

can trivially obtain a charge one BPS monopole solution in this theory using (2.1) with

Φa replaced by Sa 9 so that we obtain a solution obeying the Bogomol’nyi equation

Bi = DiS (5.3)

Now following the earlier discussion we can ask whether this solution is invariant

under the action of supersymmetry. Since we are starting with a classical solution with the

fermion fields set to zero the supersymmetry variation of the bosonic fields is automatically

zero. The supersymmetry variation of the fermion field ψ for this background is

δψ = (σµνFµν − /DS)α (5.4)

Now using (5.3) and writing

Γ5 = γ0γ5 =

(

1 0
0 −1

)

(5.5)

we obtain

δψ = γiBi(1 − Γ5)α (5.6)

Thus if we decompose α in terms of α± = (1±Γ5)α/2 we see that the supersymmetries α+

are unbroken in the monopole background while the α− supersymmetries are broken. The

variations (5.6) for the broken supersymmetries give zero energy Grassmann variations of

the monopole solution, that is they are zero modes of the Dirac equation in the monopole

background as can be seen by comparing (5.6) with the solution of Exercise E14.

5.2. The Bogomol’nyi Bound Revisited

Supersymmetry also gives important new insight into the Bogomol’nyi bound [45]. It

is somewhat easier to work with the two independent Majorana components of the super-

symmetry charge Qαi with α being a spinor index and i = 1, 2 labeling the supersymmetry.

The N = 2 supersymmetry algebra then takes the form

{Qαi, Qβj} = δijγ
µ
αβPµ + δαβUij + (γ5)αβVij (5.7)

where Uij = −Uji and Vij = −Vji are central terms which commute with the rest of

the supersymmetry algebra. They can be evaluated in a specific theory by constructing

9 We can always choose P a = 0 by a chiral rotation
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the supercharges in terms of the underlying fields and then using the canonical (anti-

)commutation relations. The calculations are detailed but straightforward and in the

theory we are considering Witten and Olive found that

Uij = ϵijvQe, Vij = ϵijvQm (5.8)

with (Qe, Qm) the electric and magnetic charge operators described previously.

It is then not hard to show that the supersymmetry algebra (5.7) implies the Bogo-

mol’nyi bound M ≥ v
√

Q2
e + Q2

m. For example consider the case Qm = 0. In the rest

frame Pµ = (M, 0⃗) the supersymmetry algebra has the form

{Qαi, Qβj} = δijδαβM + vϵijγ
0
αβQe (5.9)

The left hand side is positive definite while the second term on the right hand side has

eigenvalues ±vQe. We therefore conclude that M ≥ v|Qe|.
It is clear from the above argument that the bound is saturated precisely when one

of the Qαi is represented by zero, that is for states annihilated by at least one of the

supersymmetry operators. This gives a beautiful relation between partially unbroken su-

persymmetry and BPS saturated states. In fact, we can turn the argument around and

derive the Bogomol’nyi equation B = DS by demanding that half of the supersymmetries

(5.2) annihilate the monopole solution.

There is also a close connection between BPS saturated states and short represen-

tations of the N = 2 supersymmetry algebra. Roughly speaking what happens is the

following. A massive representation of the N = 2 supersymmetry algebra is constructed

by first going to the rest frame. The supersymmetry algebra then has the same form as

a Clifford algebra and one can view linear combinations of the supercharges as creation

and annihilation operators. The smallest representation of this algebra then has dimension

22N which is 16 for N = 2. On the other hand for massless representations one can go to

a null frame and in this frame one finds that half of the supersymmetry charges anticom-

mute to zero and are thus represented trivially. As a result representations have dimension

2N = 4. Now the N = 2 multiplet we started with consisting of (Aµ,ψ, S, P ) has 8 states

and consists of two irreducible massless representations of N = 2. When we take into

account the Higgs mechanism some states eat others to get massive, but the total number

of states does not change. We thus have 8 massive states. But this seems to contradict
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the previous analysis. The resolution of this is that in constructing massive representa-

tions the anticommutator of supercharges involves a particular combination of the mass

and central charges V12, U12. For a special relation between the mass and central charges

these combinations vanish and one again must represent only 1/2 as many supercharges

non-trivially. This special relation if of course just the Bogomol’nyi bound. Further details

on representations of N = 2 and the role of central charges can be found for example in

[46].

5.3. Monopoles in N = 4 Supersymmetric Gauge Theory

The Super Yang-Mills theory with N = 2 supersymmetry we have been discussing so

far describes a single vector multiplet with physical fields (Aµ,ψ, S, P ). One can add to this

theory hypermultiplets in an arbitrary representation of the gauge group. Hypermultiplets

have a field content consisting of two Weyl fermions and four real scalars with quantum

numbers so that they are in a real representation of the gauge group. If we consider a theory

with one vector multiplet and one hypermultiplet, both in the adjoint representation of the

gauge group and write down all possible renormalizable coupling consistent with N = 2

supersymmetry then it is known that the resulting theory in fact has N = 4 supersymmetry.

Another more fundamental way to think about the N = 4 theory uses the notion of

dimensional reduction from a higher dimensional theory [47]. N = 1 supersymmetric Yang-

Mills theory with field content consisting only of gauge fields and their supersymmetric

gaugino partners is possible only in D = 3, 4, 6 and 10 spacetime dimensions. In order to

have the correct matching of physical degrees of freedom on must impose conditions of the

fermion fields and supersymmetries. In D = 3 dimensions the supersymmetry and fermion

fields must be Majorana, in D = 4 Majorana or Weyl, which are equivalent, in D = 6 Weyl

and there is no Majorana condition, and finally in D = 10 on must impose the Majorana

and Weyl conditions simultaneously.

Thus in ten dimensions we start with a spinor λ in the adjoint representation of

some group G (which we choose to be SU(2) for simplicity) and obeying both a chirality

condition and Majorana condition:

(1 + Γ11)λ = 0, λ = λT C (5.10)

with C the charge conjugation matrix. The N = 1 Lagrangian in ten dimensions with

A, B = 0, 1, 2 . . .9 is then

= Tr(−1

4
FABFAB +

i

2
λγADAλ) (5.11)
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The dimensional reduction of this Lagrangian is carried out in detail in [38] specifically

for the purpose of analyzing the monopole spectrum and the details will not be repeated

here. However some general features should be pointed out. From a group theoretical point

of view the dimensional reduction reduces the Lorentz group via SO(9, 1) ⊃ SO(3, 1) ×
SO(6). In the dimensional reduction we discard all dependence on six of the coordinates,

as a result the SO(6) part of the ten-dimensional Lorentz group will acts as a global

symmetry of the N = 4 theory. The gauge fields and fermion fields transform under this

reduction as 10 → (4, 1) + (1, 6) and 16 → (2+, 4+) + (2−, 4−) respectively where the

subscript indicate the chirality. As a result the four-dimensional spectrum will consist of a

gauge field, six scalars Φa in the 6 of SO(6) and four Weyl spinors λi transforming as a 4 of

SO(6) (or to be precise Spin(6) ≡ SU(4) ). The resulting Lagrangian can be written in a

variety of forms, not all of which make the SO(6) symmetry manifest. Probably the most

elegant formalism uses the fact that the 6 of SU(4) arises in the antisymmetric product

(4 × 4)A to write the six scalar fields in terms of an antisymmetric complex matrix Φij ,

i, j = 1 . . .4 obeying the condition (Φij)† = Φij = (1/2)ϵijklΦkl. The Lagrangian is then

in two component form

LN=4 =Tr(−1

4
FµνF

µν + iλiσ
µDµλ

i
+ 1

2DµΦijD
µΦij

+ iλi[λj , Φ
ij] + iλ

i
[λ

j
, Φij] +

1

4
[Φij , Φkl][Φ

ij , Φkl])
(5.12)

As in our discussion of the N = 2 theory, it is clear that the N = 4 theory is

classically scale invariant, that the potential has flat directions, and that we can give

expectation values to the scalars which will break the SU(2) gauge symmetry to U(1) and

spontaneously break scale invariance. For example a simple choice would be to take only

the field Φ12 to have a non-zero expectation value. We could then embed the BPS solution

into this theory by replacing the Higgs field Φ in the BPS solution by Φ12.

Giving a non-zero expectation value to Φ12 not only breaks the SU(2) gauge symmetry

to U(1), it also breaks the classical scale invariance and also spontaneously breaks the

global SO(6) symmetry to SO(5). It is known that N = 4 Super Yang-Mills theory is

a finite theory with vanishing beta function and thus an exact quantum scale invariance.

The scalar spectrum after gauge symmetry breaking will therefor consist of one massless

scalar (the dilaton) which is the Nambu-Goldstone (NG) boson of spontaneously broken

scale invariance and five massless scalars which are the NG bosons of the spontaneously

broken SO(6) global symmetry.
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From (5.12) we see that the fermions have the standard Yukawa and gauge couplings

to the fields appearing in the BPS monopole solution. It should thus be clear that the

charge one BPS monopole embedded in the N = 4 theory has twice as many fermion zero

modes as we had for the pure N = 2 theory since there are now the equivalent of two

Dirac fermions (i.e. four Weyl fermions) in the adjoint representation of SU(2). Following

the discussion around (4.21) we will now have fermion zero modes in the one monopole

sector an
0±1/2with n = 1, 2 labeling the two fermion fields. Dropping the zero subscript

and writing ± for ±1/2 as before the spectrum will then consist of the states

State Sz

|Ω⟩ 0

an
±
†|Ω⟩ ± 1

2

an
−
†am

+
†|Ω⟩ 0

a1
+
†
a2
+
†|Ω⟩ 1

a1
−
†
a2
−
†|Ω⟩ − 1

a1
∓
†
a2
∓
†
an
±
†|Ω⟩ ∓ 1

2

a1
+
†
a2
+
†
a1
−
†
a2
−
†
Ω⟩ 0

(5.13)

for a total of 16 states, 8 bosons, 6 with spin 0 and 2 with spin ±1 and 8 fermions with spin

±1/2. This is the same as the content of the gauge super multiplet of N = 4 Yang-Mills

theory.

Thus in N = 4 gauge theory we finally see that it is possible to obtain monopoles of

spin one and in fact the monopole supermultiplet and the gauge supermultiplet are the

same in this theory. This in fact is not so surprising, there is a unique multiplet in N = 4

gauge theory which does not contain spin greater than one.

5.4. Supersymmetric Quantum Mechanics on Mk

We argued earlier that we can think of the fermion zero modes as Grassmann collective

coordinate for the monopole moduli space. In the absence of fermion fields the collective

coordinate expansion with background fields Ai(xj, zα(t)), Φ(xj, zα(t)) leads to a low-

energy effective action by substituting into the four-dimensional action and integrating

over R3 to obtain

Seff =

∫

dtGαβ żαżβ (5.14)
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with G the metric on the monopole moduli space. In other words, at very low energies the

field theory about the monopole background can excite only a finite number of degrees of

freedom, those that correspond to motion along the moduli space, and thus we can reduce

the dynamics to quantum mechanics.

We would like to add fermion zero modes to this picture. We can do this by also

expanding the fermion fields as

ψ =
∑

α

λα(t)ψ0α(x, z) (5.15)

where the ψ0α are the fermion zero modes, treated as real numbers, and the λα(t) are

Grassmann valued fermion collective coordinates. One can include these in the quantum

mechanical effective action by carrying out the same procedure as before. The details

are somewhat subtle however and will not be presented here. For details see [48] for the

analysis in N = 2 theories and [49] in N = 4 theories. However the answer is not surprising.

The quantum mechanical action is extended to the action for a supersymmetric quantum

mechanics. In the N = 2 case there are four real supersymmetries in spacetime which

are unbroken in the monopole background. As a result we expect an action with N = 4

world-line supersymmetry. This action is

Seff = 1
2

∫

dtGαβ(żαżβ + 4iλ†
α
Dtλ

β) + const. (5.16)

where

Dtλ
α =

dλα

dt
+ Γαβγ

dzβ

dt
λγ (5.17)

is the covariant derivative acting on the spinor λ. The nomenclature for supersymmetry in

quantum mechanics is a bit confusing. Originally actions with two component spinors and

one supersymmetry were constructed and the supersymmetry was referred to as N = 1. It

was later realized that one could also have one supersymmetry with one component spinors

and this was unfortunately called N = 1/2 supersymmetry. With this nomenclature the

action (5.16) might be said to possess N = 4 × 1/2 supersymmetry. The presence of four

supersymmetries requires that the moduli space be a hyperkahler manifold. This means

Mk has three complex structures J m which obey

J m
β
αJ n

α
γ = −δγβδ

mn + ϵmnpJ p
β
γ

(5.18)
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and the action has N = 4 × 1/2 supersymmetry with supersymmetry transformations

δzα =iβ4λ
α + iβmλ

βJ m
β
α

δλα = − żαβ4 − βmżβJ m
β
α.

(5.19)

The BPS monopole moduli space can be shown to be hyperkahler, independent of super-

symmetry [16], but to a physicist, supersymmetry provides the simplest explanation of this

fact.

If we choose one of the complex structures to introduce complex coordinates on Mk

then we have the canonical anti-commutation relations

{λα,λβ} = δαβ . (5.20)

The λα therefore act as creation operators and we thus have a spectrum of states of the

form

fα1···αp
λα1 · · ·λαp |Ω⟩. (5.21)

These state are in one to one correspondence with holomorphic (0, p) forms on Mk

|f⟩ = fα1···αp
λα1 · · ·λαp |Ω⟩ ⇐⇒ fα1···αp

dzα1 ∧ · · ·dzαp . (5.22)

In the reduction of N = 4 Super Yang-Mills theory one obtains a Lagrangian with

N = 4 × 1 supersymmetry (twice as much supersymmetry as the N = 2 theory) given by

Seff = 1
2

∫

dtGαβ(żαżβ + iψ
α
γ0Dtψ

β) +
1

6
Rαβγδ(ψ

α
ψγ)(ψ

β
ψδ) (5.23)

where now ψα is a two-component spinor rather than a one-component object as in (5.16).

As a result of this doubling one now finds that the Hilbert space of states is the same as

the space of all differential forms on Mk and that the Hamiltonian is the Laplacian acting

on forms. For further details of this correspondence see [50,51].

5.5. Exercises for Lecture 5

E16. Verify that δχ = γiBiα− is a zero-mode of the Dirac equation and that this agrees

with what you found in Exercise 12.
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E17. Construct the supercharges Q, Q∗ for the theory described by (5.16). Show that with

the above correspondence between states and forms the supercharges and Hamiltonian

are given by
Q∗ ⇔ ∂

Q ⇔ ∂
†

H = {Q, Q∗} ⇔ ∂
†
∂ + ∂∂

†
= 1

2(dd† + d†d)

(5.24)

where the latter equality uses the fact the Mk is Kahler. Thus the Hamiltonian is

just the Laplacian acting on forms.

E18. Show that the N = 2 Yang-Mills action (5.1) can be derived by dimensional reduction

of N = 1 Yang-Mills theory in six spacetime dimensions.

6. Lecture 6

6.1. Implications of S-duality

It is time to take stock of where we are in the search for theories which may exhibit

an exact electromagnetic duality. We have seen that this cannot be the case in pure SO(3)

gauge theory or in N = 2 Yang-Mills theory because the monopole does not have spin

one and thus cannot be dual to the W boson 10. On the other hand in N = 4 Yang-Mills

theory there is only one supermultiplet which contains only spin ≤ 1 and we have seen

that the monopoles and gauge bosons both lie in this supermultiplet.

In addition, although we will not discuss it in these lectures, quantum corrections in

N = 4 are under very precise control. In fact it is known that this theory has vanishing beta

function, both perturbatively and non-perturbatively. This ensures that the flat direction

in the potential we are utilizing remains in the full theory and that BPS states constructed

at weak coupling continue to exist and evolve smoothly to states at strong coupling.

We have thus addressed the first two objections to the Montonen-Olive proposal. We

are still faced with finding a non-trivial way to check the proposed duality without having

to compute directly at strong coupling. This is where the extension of duality to SL(2, Z)

plays a central role as was first appreciated by Sen. We will make one assumption, namely

that the state with (ne, nm) = (1, 0) (the W+ boson) exists at all values of the coupling τ

10 This does not rule out a duality relating monopoles to fermion matter fields in N = 2 theories,

strong evidence for such a duality was found in [5] but a full discussion of this would lead us to

far afield.
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with a degeneracy of 16 corresponding to the 16 states in the short vector representation

of N = 4 supersymmetry. This is an extremely mild assumption. We have already argued

that the dimension of the representation cannot change as parameters of the theory are

varied and we know that such a state exists at weak coupling as a BPS saturated state.

The one known mechanism by which BPS saturated states can disappear requires that the

lattice spanned by the electric and magnetic charges degenerate at some value of τ and in

this theory that is ruled out by the non-renormalization theorems.

Given the existence of the (1, 0) state SL(2, Z) duality requires the existence of all

the SL(2, Z) images of this state. Since a SL(2, Z) transformation acts on this state as

(

1
0

)

→
(

a b
c d

)(

1
0

)

=

(

a
c

)

(6.1)

duality requires the existence of states with (ne, nm) = (a, c) with the same degeneracy of

16. Furthermore, since ad − bc = 1 it follows that a and c are relatively prime, (a, c) = 1.

Also, by starting at a value of τ corresponding to strong coupling and then performing

the duality transformation (6.1) these states must exist at weak coupling and thus should

appear in a semi-classical analysis of the spectrum.

For c = 1 we require states (a, 1) for arbitrary integer a. These are just the dyonic

excitations of the single charge BPS monopole and from the previous analysis we see that

such states do exist with the correct multiplicity. Furthermore these states are BPS states

as is demonstrated in [48]. For c = 2 we require states (a, 2) with a odd, again with a

degeneracy of 16. Previous to Sen’s analysis such states were not known to exist.

Constructing these states in the full N = 4 supersymmetric field theory would be

very difficult. Luckily the question can be reduced to construction of bound states in the

moduli space approximation. To see why this is the case consider a bound state with

electric charge one. A BPS monopole state with (ne, , nm) = (0, 1) has mass M(0,1) = vg

while a dyon state with charge (1, 1) has mass M(1,1) = v
√

e2 + g2. A BPS bound state

of charge (2, 1) on the other hand has mass M(2,1) = v
√

4g2 + e2. At weak coupling the

binding energy is thus

M(2,1) − M(1,1) − M(1,0) ∼ ve(e/4g) << ve. (6.2)

Since this is much less than the W mass we should be able to study the existence of this

bound state in the moduli space approximation. The same argument applies to states of

greater electric charge at sufficiently weak coupling.
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In the following we will see how the existence of these states follows from a careful

analysis of supersymmetric quantum mechanics on M2. Evidence for the existence of states

with arbitrary (a, c)=1 can be found in [52,53]. What about states with charges (0, nm)

or (ne, 0) ? At weak coupling we know that there are no electric charge two bound states

in the spectrum, there are BPS states in the theory with charge (ne, 0) but these are not

distinct from the multi particle continuum of states. Similarly, although there are charge

(0, nm) monopoles, our analysis will show (for nm = 2) that these are not normalizable

bound states of nm single charge monopoles but just part of the continuum of states of

nm single charge monopoles 11.

6.2. The Two-monopole Moduli Space From Afar

As we will see in the following section, the metric on the two-monopole moduli space

can be constructed exactly and the spectrum of supersymmetric quantum mechanics on

this space can thus be determined by explicit calculations. However instead of proceeding

directly to this analysis I would like to discuss briefly a description of the asymptotic

form of the two monopole moduli space due to Manton [55]. There are two reasons for

doing this. First, it brings out the physics of the moduli space in a direct way that

is not obscured by difficult mathematics or special functions. Second, this approximate

description has played a role in studies of the multi-monopole moduli space [56] and other

problems involving moduli spaces.

We begin with the fact that the BPS monopole has magnetic charge and dilaton

charge both equal to g with the definition of dilaton charge given in (2.11). At large

distances from the monopole we can summarize this fact by writing down a point like

interaction between the monopole and the photon and dilaton fields with equal strength

interactions. We begin with the interaction with the photon field. Instead of working with

the conventional vector potential Aµ as in the previous sections it is useful to introduce a

dual potential Ãµ = (Ã0,
˜⃗
A) defined by F̃ = dÃ in order to describe the field of a point

11 This is in distinction to the situation for fundamental strings or some string, D-brane con-

figurations where there are discrete states with multiple charge which should thought of as bound

states and distinguished from the multiparticle continuum [54].
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monopole. We can then couple a point monopole of mass M to the photon by mimicking

the interaction of a electrically charged point particle 12:

SÃ =

∫

dt
(

−M
√

1 − v⃗2 − gÃ0 + gv⃗ · ˜⃗
A
)

. (6.3)

When this is coupled to the electromagnetic action

SEM = −1

4

∫

d4xFµνF
µν = −1

4

∫

d4xF̃µν F̃
µν (6.4)

one finds as required that a monopole at rest at the origin gives rise to a Coulomb magnetic

field, and the action of this field on a second monopole gives rise to the standard Coulomb

repulsion between like sign monopoles. Now since the theory also includes a massless

dilaton field with action

Sdil =
v2

2

∫

d4x∂µD∂µD (6.5)

we must also include the coupling to the dilaton to obtain the correct force law. The

coupling to the dilaton is dictated by the fact that a shift of the dilaton is equivalent to

a shift in the mass of the monopole. This is the statement of spontaneously broken scale

invariance. We can thus generalize (6.3) to

SÃ,D =

∫

dt
(

(−M + vD)
√

1 − v⃗2 − gÃ0 + gv⃗ · ⃗̃A
)

(6.6)

and now if we compute the net force between two stationary monopoles we find that the

Coulomb repulsion is precisely cancelled by the dilaton attraction.

Now we can ask what happens if the monopoles move relative to each other at low

velocities. At small velocities and at large impact parameter the interactions will still be

mediated by exchange of massless particles so the previous description should suffice. If

the first monopole is moving at velocity v⃗1 << 1 a standard computation of the Lienard-

Wiechert potentials and dilaton field to first order in the velocity gives

Ã0 =
g

4πr
,

⃗̃A =
g

4πr
v⃗1,

vD =
g

4πr

√

1 − v⃗2
1 ,

(6.7)

12 The form of the action below is not manifestly covariant since it involves the time t as a

parameter rather than the proper time τ . It does of course lead to the correct covariant equations

of motion [57] and is more convenient for our purposes.
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with r⃗ the relative separation between the monopoles. If we now substitute these fields

into the Lagrangian for the second monopole and separate out the center of mass motion

we are left with an action which governs the relative motion of the two monopoles:

Srel =

∫

dt(
M

4
− g2

8πr
)
dr⃗

dt
· dr⃗

dt
. (6.8)

The action (6.8) has no potential term, and a spatially varying kinetic term. We can

interpret it as saying that the relative motion is geodesic motion for a metric on R3 given

by ds2 = U(r)dr⃗ · dr⃗ with U(r) = 1 − g2/(2πMr). Note that so far everything we have

done could also have been done for a electrically charged W boson in this theory, the low

velocity motion of purely electrically or magnetically charged particles in this theory is

equivalent to geodesic motion. Physically, the forces due to photon and dilaton exchange

no longer cancel at non-zero velocity due to the different retardation effects for spin zero

and spin one exchange.

Now for monopoles there is a natural generalization of this result. We saw previously

that the classical single monopole moduli space has the form R3×S1 where the “velocity”

on the S1 factor determines the dyons electrical charge. Thus to generalize the above

result to scattering of dyons we should include the electrical charge of the dyons and view

this as a velocity in some additional coordinate on S1. The analysis is slightly complicated

by the fact that one must use both A and Ã in the computation, but is essentially a

straightforward generalization of what we have done. In carrying out the computation

one should remember that the dilaton must couple to
√

e2 + g2 since this is the mass of

the dyon from the BPS bound. The analysis is carried out in [55] with the result that

the relative motion of two dyons with electric and magnetic charges (e1, g1), (e2, g2) and

relative electric charge e = e2 − e1 is given by

Srel =

∫

dt(
M

4
− g2

8πr
)
dr⃗

dt
· dr⃗

dt
+

eg

4π

dr⃗

dt
· ω⃗ +

e2

8πr
(6.9)

where ω⃗ is the Dirac monopole potential determined by ∇⃗ × ω = r⃗/r3. From the previous

discussion we would like to regard the electric charge e as the velocity along a S1 governing

the relative charge of the two monopoles. If we call this fourth relative coordinate χ with

e ∼ χ̇ then the equations of motion following from (6.9) are equivalent to the equations

for geodesic motion in the metric

ds2 = U(r)dr⃗ · dr⃗ +
g2

2πMU(r)
(dχ+ ω⃗ · dr⃗)2. (6.10)
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The metric (6.10) is known in the relativity literature as the Taub-NUT metric with neg-

ative mass. From our derivation, we only expect it to agree with the exact metric on the

two monopole moduli space for monopole separations large compared to the inverse W

mass where the Dirac monopole approximation is valid.

6.3. The Exact Two-monopole Moduli Space

Although the previous analysis gives a nice physical picture of the metric on the two

monopole moduli space at large separation, we need the full metric in order to provide

a precise test of duality. The exact two-monopole moduli space has been determined

by Atiyah and Hitchin using the fact that it has SO(3) isometry arising from rotational

invariance, the fact that in four dimensions hyperkahler implies self-dual curvature, and

the fact that the metric is known to be complete. This reduces the problem to an analysis

of specific differential equations which can then be solved in terms of elliptic functions.

Luckily we will not need to investigate the detailed form of the metric. A good reference

for what follows is [19].

The two monopole moduli space has the form

M2 = R3 ×
(

S1 ×M0
2

Z2

)

(6.11)

where the R3 factor is the overall center of mass of the system and the S1 factor de-

scribes the overall dyon rotator degree of freedom. The reduced moduli space M0
2 is

four-dimensional and when the two monopoles are far apart one can think of the coordi-

nate on M0
2 as being the relative separation of the monopoles and the relative orientation

of the dyon degrees of freedom. Thus in this asymptotic region we have

χ = 1
2 (χ1 + χ2)

X⃗ = 1
2 (x⃗1 + x⃗2)

(6.12)

as coordinates on S1 × R3 and
ψ = 1

2 (χ1 − χ2)

x⃗ = 1
2 (x⃗1 − x⃗2)

(6.13)

as coordinates on M0
2 with (x⃗1,χ1) the collective coordinates of monopole one and similarly

for monopole two. The Z2 identification in (6.11) arises because a 2π rotation of one of the

dyon degrees of freedom leads to the same monopole configuration. Explicitly it is given

by the transformation

I1 : ψ → ψ + π, χ→ χ+ π. (6.14)
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The explicit metric on M0
2 is given by

ds2 = f(r)2dr2 + a(r)2(σR
1 )

2
+ b(r)2(σR

2 )
2

+ c(r)2(σR
3 )

2
(6.15)

where the σi are left-invariant one-forms on SO(3) = S3/Z2
13. In one particular basis they

are given by
σR

1 = − sinψdθ + cosψ sin θdφ

σR
2 = cosψdθ + sinψ sin θdφ

σR
3 = dψ + cos θdφ

(6.16)

with with 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π, 0 ≤ ψ < 2π. The angles are further restricted under the

identification of the discrete right isometry [19]

(φ, θ,ψ)Ix = (π + φ, π − θ,−ψ). (6.17)

Note that we can equivalently let the range of ψ be 0 ≤ ψ < 4π and then divide out by Ix.

We will follow [19] in choosing f(r) = −b(r)/r. The radial functions a(r), b(r) and

c(r) are given explicitly in [16]. Here we only need the asymptotic forms. Near r = π they

take the form

a(r) = 2(r − π)

{

1 − 1

4π
(r − π)

}

+ . . .

b(r) = π

{

1 +
1

2π
(r − π)

}

+ . . .

c(r) = −π
{

1 − 1

2π
(r − π)

}

+ . . . .

(6.18)

Introducing appropriate Euler angles, it can be shown that after the identification by Ix

the metric is smooth near r = π and that r = π is an S2 or bolt [19]. Near infinity, r → ∞,

the functions take the form

a(r) = r

(

1 − 2

r

)1/2

+ . . .

b(r) = r

(

1 − 2

r

)1/2

+ . . .

c(r) = −2

(

1 − 2

r

)−1/2

+ . . . ,

(6.19)

13 The metric (6.15) thus has SO(3) isometry since it is invariant under the (left) action of

SO(3). It may seem odd at first sight that the metric has SO(3) isometry is spite of having

different radial functions multiplying each of the terms in (6.15). However if all radial functions

were equal the metric would have SO(4) = SU(2) × SU(2) ∼ SO(3) × SO(3) isometry given by

both the left and right actions of SO(3).
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where the neglected terms fall off exponentially with r. It can be shown that this asymp-

totic metric is equivalent to the Taub-NUT metric (6.10).

6.4. Duality and Sen’s Two-form

We now want to use the metric on the two monopole moduli space to partially test the

predictions of S duality following Sen’s original analysis. In particular, S duality predicts

the existence of BPS saturated bound states with magnetic charge 2 and odd electric

charge.

In the moduli space approximation BPS states are supersymmetric ground states, and

these in term correspond to harmonic forms on the moduli space as discussed at the end

of the previous lecture. The fact that we are looking for a bound state means that the

wave function or form on the relative moduli space must be normalizable, that is in L2.

In quantizing the theory on M2 we will obtain 16 fold degenerate states from the

wedge product of the 16 harmonic (constant) forms on R3×S1 with L2 harmonic forms on

M0
2. S-duality predicts that we have precisely this degeneracy so it requires the existence

of a unique L2 harmonic form on M0
2. Furthermore, for the corresponding states to have

odd electric charge this form must be odd under the Z2 action (6.14) . Now since the Hodge

dual of a harmonic form is also harmonic, it follows that we can get a unique harmonic

form only if the form is self-dual or anti-self-dual.

With this information it is then straightforward to write down the candidate form. It

is given by the ansatz

ω = F (r)(dσ1 −
fa

bc
dr ∧ σ1). (6.20)

Note that this is anti-self-dual by construction. Demanding that ω be harmonic yields the

equation
dF

dr
= −fa

bc
F. (6.21)

An analysis of this equation at infinity and at the “bolt” shows that the form ω is normal-

izable and well behaved at the bolt [2]. Furthermore this is the unique such form. This

thus establishes the existence of precisely the BPS bound states which are required by S

duality in the two monopole sector.

This analysis also shows that there are no such BPS bound states in N = 2 super

Yang-Mills theory without matter [51]. In the N = 2 theory supersymmetric ground states

are holomorphic forms on the moduli space, but the form (6.20) being anti-self-dual is a
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(1, 1) form and thus not holomorphic. Of course in the N = 2 theory there was no reason

to expect such bound states since the theory is not S dual.

We have shown that such states exist mathematically, but one might wonder what

the physics is behind this result and whether there is some simple explanation why we

found bound states for N = 4 but not for N = 2. I believe the answer has to do with

spin dependent forces. Once the monopoles have spin there will be additional long range

forces (e.g. spin-orbit and spin-spin) besides those considered in Manton’s analysis of the

asymptotic moduli space. Depending on the magnitude of the spin these spin dependent

forces can lead to bound states which would not otherwise exist. So for example, without

supersymmetry, bound states of the basic Prasad-Sommerfield theory with vanishing po-

tential would correspond to L2 harmonic functions rather than forms on the two monopole

moduli space and we have seen that these do not exist. With N = 2 supersymmetry

the absence of a four fermion term in the supersymmetric quantum mechanics indicates a

cancellation of the spin-spin forces between vector and scalar exchange. It is only when

we get to N = 4 supersymmetry and spin one monopoles that the spin dependent forces

can lead to new BPS saturated bound states.

6.5. Exercises for Lecture 6

E19. Analyze the asymptotic form of the two monopole moduli space given the asymptotic

formulae for a(r), b(r), c(r) and f(r). Show that the asymptotic metric can be put in

the from of the Taub-NUT metric (6.10).

E20. The following problem is an extended exercise in the geometry of the SU(2) group

manifold, a.k.a. S3. Parameterize the three sphere by Euler angles and write a general

SU(2) rotation as

U(φ, θ,ψ) =Uz(φ)Uy(θ)Uz(ψ)

=

(

cos θ2ei (ψ+φ)
2 sin θ

2e−i (ψ−φ)
2

− sin θ
2ei (ψ−φ)

2 cos θ2e−i (ψ+φ)
2

)

(6.22)

a) By expanding the one-form U−1dU in the basis iτi/2 with τi the Pauli matrices

construct the left-invariant or “right” one-forms σR
i . Similarly, expand dUU−1 to

obtain a set of right-invariant “left” one-forms σL
i . The one-forms σR,L

i are dual

to left (right) invariant vector fields ξR
i (ξL

i ) which generate right (left) group

actions.
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b) Construct explicitly the dual vector fields satisfying ⟨ξR
i , σR

j ⟩ = δij and ⟨ξL
i , σL

j ⟩ =

δij and show that they are given by

ξR
1 = − cot θ cosψ∂ψ − sinψ∂θ +

cosψ

sin θ
∂φ

ξR
2 = − cot θ sinψ∂ψ + cosψ∂θ +

sinψ

sin θ
∂φ

ξR
3 = ∂ψ

(6.23)

and

ξL
1 = −cosφ

sin θ
∂ψ + sinφ∂θ + cot θ cosφ∂φ

ξL
2 =

sinφ

sin θ
∂ψ + cosφ∂θ − cot θ sinφ∂φ

ξL
3 = ∂φ.

(6.24)

c) Show that the left and right invariant one forms satisfy the Maurer-Cartan equa-

tions

dσR
i =

1

2
ϵijkσ

R
j ∧ σR

k

dσL
i = −1

2
ϵijkσ

L
j ∧ σL

k .
(6.25)

and that the Lie brackets of the left and right vector fields are given by

[ξR
i , ξR

j ] = −ϵijkξ
R
k

[ξL
i , ξL

j ] = ϵijkξ
L
k

[ξR
i , ξL

j ] = 0.

(6.26)

The last equation expresses the fact that the right (left) vector fields are left

(right) invariant.

7. Conclusions and Outlook

In these lectures we have developed some of the basic tools needed to study duality in

gauge theories with extended supersymmetry and have verified one non-trivial prediction

of S duality. Of course this is a far cry from having a complete understanding of duality

or even from testing it in a comprehensive way. At the time of writing this final section

(March 1996) duality has turned into an enormous enterprise which is changing the way

that we think about both field theory and string theory. I could not possibly summarize

the current situation or the open problems and any attempt to do so would be obsolete
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within weeks. Instead let me end by mentioning some of the progress and open problems

in the much more narrowly defined area of exact duality in N = 4 and finite N = 2 super

Yang-Mills theory which has been the end of the logical development of these lectures.

1. There have been attempts to extend Sen’s result to the full set of dyons states required

by S duality [52,53] but my impression is that no completely convincing construction

yet exists.

2. All of the current tests of duality are really tests of the BPS spectrum of states or

equivalently of states preserving half of the supersymmetry (this is true also of tests

relying on topological field theory constructions). Yet if there is exact duality then it

must relate all states and correlation functions including those at non-zero momentum.

So far we do not have the tools to explore duality in a dynamical setting. For one

partially successful attempt in this direction see [58].

3. As mentioned at the end of lecture 4, finite N = 2 theories are also conjectured to

exhibit an exact duality symmetry. The simplest case involves gauge group SU(2)

with Nf = 4 hypermultiplets in the doublet representation of SU(2). Some of the

predictions of duality in this theory were explored in [6,7].

4. In these lectures I have only considered duality with gauge group SU(2). For larger

gauge groups there are analogous predictions both for N = 4 Yang-Mills theory and

for N = 2 theories with vanishing beta function. There has been recent progress in

testing duality in these theories [59].

5. Finally, the central question remains of why these theories exhibit duality. It many

cases it appears that duality in these theories is a low-energy manifestation of duality

symmetries in string theory. The origin of duality in string theory is still an unsolved

mystery.
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