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Organization
No lectures on: 2023-05-01, 2023-05-18, 2023-05-29, 2023-06-08
Final examination: One week coding project, most probably 2023-07-24 – 2023-07-30 (more
information later)
Exercises:

Group assignment this week
Every second week new sheet
First sheet: 2023-04-21
Total of 50% points on exercise sheets yields +0.3 bonus for final examination (only if passed)
Exercise git: git@gitlab.physik.uni-muenchen.de:nqp/nqp-exercises.git
HOME directory for lecture: /project/cip/2023-SS-NQP

LMU Jupyterhub
https://jupyter.physik.uni-muenchen.de
Requires two-factor authentification (for instance Google Authenticator)

Lecture homepage:

Foundations Organization

https://jupyter.physik.uni-muenchen.de
https://www.it.physik.uni-muenchen.de/dienste/netzwerk/rechnerzugriff/sicherheit_auth/index.html
https://play.google.com/store/apps/details?id=com.google.android.apps.authenticator2&hl=en&gl=US
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69 authors
3 Supercomputing
clusters
Data analysis with
external
collaborators
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Exploration of the ground-state
phase diagram of electron-phonon
system:

180TB raw data
5M files of raw data
2 Supercomputing clusters
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But things can go horribly
wrong...
For peer review we need:

Documentation
Reproducibility
Data consistency

And only after that comes
the good story!
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Reproducibility

Documentation Data consistency

Distributed version control systems: Git,
Tortoise, ...
Software documentation: Doxygen, Github,
Read the Docs, ...
Collaborative editing: Gitlab, Overleaf,
Nextcloud, Dropbox, ...
Containerization: Singularity, Docker, ...
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Distributed version control systems

So how do you organize your project develop-
ment?

Control system
Content tracking
Backup functionality

Remote
Repository

DeveloperDeveloper Developer

Commit 2

Commit 1

Commit 3

Commit 1.1 Commit 2.2

Commit 2.1
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Version control system
Structured project evolution
Roll-back/Push-forward functionality

Distributed version control system
Parallel development branches
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base
Issue fixing and task assignments
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Distributed version control systems at the example of Git

So how do you organize your project develop-
ment?

Control system
git add, git stash
git clone, git push, git pull

Version control system
git commit
git checkout

Distributed version control system
git branch, git merge, git
cherry-pick, git reset
git log

Remote
Repository

DeveloperDeveloper Developer

Commit 2

Commit 1

Commit 3

Commit 1.1 Commit 2.2

Commit 2.1
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High Performance Computing (HPC): When do you really need a cluster?

Parallelization! But it’s not all the same...
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Parallelization! But it’s not all the same...
OpenMP parallelization (single node
computation)

Shared memory, dependent processes
Large RAM per CPU ratio

MPI parallelization (multi node
computation)

Independent processes with independent
memory
Fast interconnect between nodes

Architecture specific solutions
Graphics Processing Unit – cluster
Tensor Processing Unit – cluster

Foundations High Performance Computing



Large Scale Numerics

High Performance Computing (HPC): How to use cluster?

You have a code but how to use it?
Write jobscript which performs desired
computation

Wrap computation into a few commands
Specify hardware/software requirements,
runtime, used resources, ...
Setup/Change job directories

User Login node Storage

Scheduler

Node 2Node 1 Node 3

ssh

srun/ sbatch
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computation

Wrap computation into a few commands
Specify hardware/software requirements,
runtime, used resources, ...
Setup/Change job directories

Submit jobscript to queueing system
Simple Linux Utility for Resource
Management (SLURM)
Specify job dependencies
Wait ...
...until ...finished
sinfo, squeue, scontrol, ...
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High Performance Computing (HPC): How to use cluster?

SLURM example for ASC cluster
Open SSH-tunnel to login-node

Setup SLURM jobscript
Specify SLURM parameter with
preceeding #SBATCH
Repeated violation of job constraints
reduces job priorities
Checkout available node types to avoid
impossible constraints

Submit job to queue using
sbatch for non-interactive jobs
srun/salloc for interactive jobs

Watch job status using squeue

Foundations High Performance Computing

https://www.en.it.physik.uni-muenchen.de/dienste/rechencluster/regeln-asc/index.html
cip-sv-login.cip.physik.uni-muenchen.de
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High Performance Computing (HPC): How to use cluster?

File systems at ASC cluster
Always check your quota!
If home directory is full ! account
de-facto dead (with all your data)!

Virtual drives
always available
smaller bandwidth ⇠ 10 � 100MBit/s

Local drives
only available on current machine
large bandwidth > 1GBit/s

Backups are important but expensive if
number of files is large (file limit)

Foundations High Performance Computing
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Working on problem sheets using the LMU Jupyterhub

LMU Jupyterhub provides a simple user inter-
face for interactive SLURM jobs at the ASC
cluster

Before login set up two-factor
authentification

Setup job specifics
Choose cluster
Specify hardware: CPUs, RAM
Choose max. runtime

In terminal: initialize environment
First login: Create symbolic link to lecture’s home directory:
ln -s /project/cip/2023-SS-NQP/ ⇠/2023-SS-NQP
Load default modules: source ⇠/2023-SS-NQP/init_modules.sh
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